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#### Abstract

We develop a novel entropy-stable discontinuous Galerkin approximation of the incompressible Navier-Stokes/Cahn-Hilliard system for p-non-conforming elements. This work constitutes an evolution of the work presented by Manzanero et al. ((2020) [10]), as it extends the discrete analysis into supporting p-adaptation (p-refinement/coarsening). The scheme is based on the summation-by-parts simultaneous-approximation term property along with Gauss-Lobatto points and suitable numerical fluxes. The p-non-conforming elements are connected through the classic mortar method, the use of central fluxes for the inviscid terms, and the BR1 scheme with additional dissipation for the viscous fluxes. The scheme is proven to retain its properties of the original conforming scheme when transitioning to p -non-conforming elements and to mimic the continuous entropy analysis of the model. We focus on dynamic polynomial adaptation as the applications of interest are unsteady multiphase flows. In this work, we introduce a heuristic adaptation criterion that depends on the location of the interface between the different phases and utilises the convection velocity to predict the movement of the interface. The scheme is verified to be total phase conserving, entropy-stable and freestream preserving for curvilinear p -non-conforming meshes. We also present the results for a rising bubble simulation and we show that for the same accuracy we get $a \times 2$ to $\times 6$ reduction in the degrees of freedom and a $41 \%$ reduction in the computational time. We compare our results for the threedimensional dam break test case against experimental and numerical data and we show that a $\times 4.3$ to $\times 9.5$ reduction of the degrees of freedom and a $51 \%$ reduction in the computational time can be achieved compared to the p -uniform solution.


© 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

## 1. Introduction

Multiphase flow modelling has been a subject of intensive research for decades since it is of great interest from the scientific and industrial perspective. The high density and viscosity variations across the different components of the flow pose a significant challenge for the modelling of such systems. Thus, various numerical techniques have been developed to simulate systems of two or more immiscible fluids.

[^0]https://doi.org/10.1016/j.jcp.2022.111093
0021-9991/© 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

One-fluid models are divided into two large categories, the interface-tracking and the interface-capturing techniques. The former includes the Marker-And-Cell (MAC) and front-tracking methods whereas the latter include the widely known Volume Of Fluid (VOF), level-set and phase field methods [1]. The latter is also subdivided in two distinct categories, the sharp and diffuse interface methods. The sharp interface methods represent the interface with an infinitesimally thin interface and the VOF and level-set methods fall into this category.

In this work, we focus on a diffuse interface approach, the Cahn-Hilliard model (CH) [2]. This model is also denoted in literature as a phase-field method. Diffuse interface methods represent the transition between two immiscible fluids with an interface of finite width where the thermodynamic properties vary smoothly from the one phase to the other. For the Cahn-Hilliard equation, it can be proven through asymptotic analysis [3] that the model converges to the physical solution with a larger interface than that found in nature, which is of the order of nanometers [4]. The latter, consists an unrealistic scale to be resolved, especially for industrial applications, and thus the physical modelling can be achieved with substantially lower cost. The Cahn-Hilliard equation also entails additional benefits because of the favourable total mass conservation properties [5] and the bounded behaviour of its free-energy [6].

In [7] the authors presented a free-energy stable discretization of the Cahn-Hilliard equation which has been extended in [8] to support p-non-conforming elements. Then in [9] an entropy-stable approximation of the incompressible NavierStokes with artificial compressibility and variable density has been presented. Based on these works, an entropy-stable approximation for the incompressible Navier-Stokes/Cahn-Hilliard system has been constructed in [10]. The aim of this work is to extend the scheme of [10] on p -non-conforming element interfaces while retaining its entropy-stability characteristics. Through p-refinement (p-adaptation) we seek to reduce the computational cost compared to a uniform solution while retaining the accuracy and robustness of the original scheme. In addition, the applicability and effectiveness of p-adaptation for multiphase flow simulations is examined as the existing literature is focusing solely on mesh refinement (h-adaptation) so far.

The discretization scheme adopted is the nodal Discontinuous Galerkin Spectral Element Method (DGSEM) based on previous work of $[10,11,8]$. The DGSEM offers great flexibility as the solution is represented through an arbitrary approximation polynomial order and supports the use of unstructured meshes of curvilinear hexahedral elements to approximate complex geometries. One of its greatest attributes is the spatial locality, as the approximation order can vary across different elements.

As in [8], the choice of Gauss-Lobatto (GL) points, which through the Summation-By-Parts Simultaneous-Approximation Term (SBP-SAT) property [12,13], allows the derivation of an entropy-stable DGSEM. There is a plethora of publications focused on the construction of entropy- and energy- stable schemes for the discontinuous Galerkin method, see [12,14,10,15-18] and the references therein. Reviews of entropy-stable DGSEM schemes are given in [19,20]. Entropystable schemes for multiphase flows have also been studied, as in the work of [21]. DGSEM entropy-stable formulations are presented in [22,10]. These schemes correspond to conforming discretizations and additional considerations are necessary when transitioning to p -non-conforming elements, so that their stability properties are retained.

Some of the building blocks for the creation of entropy-stable operators using the mortar method are presented in [23-29]. These principles have been adopted to create stable DGSEM operators based on Gauss-Lobatto (GL) points and the SBP-SAT property for the Euler [30,31] and the Navier-Stokes equations [32-34] as well as more general operators based on different quadratures such as the Legendre-Gauss points [31,35]. There are many publications that focus on the construction of entropy-stable schemes for linear and non-linear problems. The scheme presented in this paper contains elements from both, as the construction of an entropy-stable operator for the Cahn-Hilliard equation resembles that of a linear problem whereas that for the Navier-Stokes is non-linear. However, it is the first time a complete entropy-stable p-non-conforming scheme for multiphase flow solver is presented.

The numerical simulations of multiphase flows incorporate a large variety of length scales, with one of the most important being that of the interface between the two phases. Within that region, there are steep gradients which need to be adequately resolved. On the contrary, away from the interface, the parameter of the multiphase flow model remains constant and thus there is no need for a high approximation order of the solution. It is typical, in multiphase flow simulations that the area around the interface requires a much higher resolution than the rest of the domain $[10,36,37]$ and thus the h - and p - adaptation techniques can be applied to alleviate this peculiarity and reduce the cost of the simulation. The use of h -adaptation has been documented within the perspective of various multiphase flow models with some examples being [ $38,36,39-45,37$ ].

The method of p-adaptation is a characteristic of higher order methods and has been studied as an alternative or compliment to h -adaptation within the context of Navier-Stokes equations with some indicative examples being [46-48,34, 49]. However, p-adaptation has not been considered for simulations of two or more immiscible fluids and the aim of this work is to showcase its characteristics and applicability for such flows.

In this paper we construct an entropy-stable p-non-conforming approximation for the incompressible Navier-Stokes/Cahn-Hilliard solver introduced in [10]. This has been achieved by modifying the conservative and non-conservative inviscid fluxes and the viscous fluxes to incorporate the mortar method [50]. The modified scheme is then proved analytically to be entropy-stable for the general case of non-conforming element boundaries following the methodology in [10]. In addition, we introduce a heuristic adaptation methodology that refines the region of the interface and coarsens the rest of the domain. The movement of the domain is predicted by the convection velocity and thus the user does not have to specify an adaptation interval as in [8]. Through the numerical experiments presented, we are able to show that a reduction
of the degrees of freedom and the computational cost of a simulation can be achieved compared to a uniform solution while retaining accuracy.

The rest of this work is organized as follows. First we introduce the model and its continuous entropy analysis in Sec. 2. Then, the spatial discretisation is introduced in Sec. 3, as well as the modified numerical fluxes that allow non-uniform polynomial order. The adaptation methodology is described in Sec. 4. In Sec. 5 the discrete entropy-stability proof of the scheme is presented. A verification for the freestream preservation and primary quantity conservation for a Cartesian threedimensional p-non-conforming mesh is presented in Sec. 6. In addition, two different test cases are presented along with the results from the developed method and a comparison is made with the conforming solver version with respect to the achieved accuracy and computational cost.

## 2. Governing equations. Continuous entropy analysis

In this section we present the incompressible Navier-Stokes and the Cahn-Hilliard equations which will be denoted as the iNS/CH model. The adopted approach in this work is a phase field model, the Cahn-Hilliard equation $[2,51]$

$$
\begin{equation*}
c_{t}+\vec{\nabla} \cdot(c \vec{u})=M_{0} \vec{\nabla}^{2} \mu \tag{1}
\end{equation*}
$$

which is an advection-diffusion equation that governs the evolution of the concentration. In the context of the iNS/CH system, the density $\rho(\vec{x}, t)$ is directly computed from the concentration parameter $c(\vec{x}, t)$ using a linear interpolation,

$$
\begin{equation*}
\rho=\rho(c)=\rho_{1} c+\rho_{2}(1-c) \tag{2}
\end{equation*}
$$

where $\rho_{1,2}$ are the densities of fluids 1 and 2 , respectively, which are constant in space and time.
In (1), $\mu$ is the chemical potential,

$$
\begin{equation*}
\mu=\frac{\mathrm{d} f_{0}(c)}{\mathrm{d} c}-\frac{3}{2} \sigma \varepsilon \vec{\nabla}^{2} c=f_{0}^{\prime}-\frac{3}{2} \sigma \varepsilon \vec{\nabla}^{2} c \tag{3}
\end{equation*}
$$

where $f_{0}(c)$ is the chemical free-energy,

$$
\begin{equation*}
f_{0}=\frac{12 \sigma}{\varepsilon} c^{2}(1-c)^{2} \tag{4}
\end{equation*}
$$

$\sigma$ is the coefficient of interface tension between the fluids, $\varepsilon$ is the interface width, and $M_{0}$ is the mobility, computed in this work with the chemical characteristic time, $t_{\mathrm{CH}}$, as

$$
\begin{equation*}
M_{0}=\frac{\varepsilon}{\sigma t_{\mathrm{CH}}} \tag{5}
\end{equation*}
$$

The parameters $\sigma, \varepsilon, M_{0}$, and $t_{\mathrm{CH}}$ are positive constants. The Cahn-Hilliard equation (1), with the chemical potential definition (3), has an associated free-energy

$$
\begin{equation*}
\mathcal{F}(c, \vec{\nabla} c)=f_{0}(c)+\frac{3}{4} \sigma \varepsilon|\vec{\nabla} c|^{2} \tag{6}
\end{equation*}
$$

The velocity field is calculated from the momentum equation of the Navier-Stokes equation. Following [52,53] we adopt the skew-symmetric form

$$
\begin{equation*}
\sqrt{\rho}(\sqrt{\rho} \vec{u})_{t}+\vec{\nabla} \cdot\left(\frac{1}{2} \rho \vec{u} \vec{u}\right)+\frac{1}{2} \rho \vec{u} \cdot \vec{\nabla} \vec{u}+c \vec{\nabla} \mu=-\vec{\nabla} p+\vec{\nabla} \cdot\left(\eta\left(\vec{\nabla} \vec{u}+\vec{\nabla} \vec{u}^{T}\right)\right)+\rho \vec{g}, \tag{7}
\end{equation*}
$$

where $p$ is an auxiliary pressure

$$
\begin{equation*}
p=p_{s}+\mathcal{F}-\mu c \tag{8}
\end{equation*}
$$

that includes the static pressure $p_{s}$ and a body force approximation of the capillary pressure [10,54]. The viscosity $\eta$ is computed from the concentration $c$ and the viscocities of the fluids as

$$
\begin{equation*}
\eta=\eta(c)=\eta_{1} c+\eta_{2}(1-c) \tag{9}
\end{equation*}
$$

The incompressibility constraint $\vec{\nabla} \cdot \vec{u}=0$ is relaxed and enforced through the artificial compressibility method [55,56],

$$
\begin{equation*}
p_{t}+\rho_{0} c_{0}^{2} \vec{\nabla} \cdot \vec{u}=0 \tag{10}
\end{equation*}
$$

where $c_{0}$ is the artificial sound speed, and $\rho_{0}=\max \left(\rho_{1}, \rho_{2}\right)$.
Equations (1), (7) and (10) constitute the iNS/CH system of this work. It has to be noted that even in the continuous setting the skew-symmetric form (7) does not ensure conservation of momentum. However, since the capillary force term
is also non-conservative, momentum conservation could not be guaranteed with any other form of the Navier-Stokes momentum equation. Similar works on the Navier-Stokes/Cahn-Hilliard system with a skew-symmetric form are presented in [57,53].

The iNS/CH system is expressed as a general advection-diffusion equation,

$$
\begin{align*}
& \left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & \sqrt{\rho} & 0 & 0 & 0 \\
0 & 0 & \sqrt{\rho} & 0 & 0 \\
0 & 0 & 0 & \sqrt{\rho} & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
c \\
\sqrt{\rho} u \\
\sqrt{\rho} v \\
\sqrt{\rho} w \\
p
\end{array}\right)_{t} \\
& +\left(\begin{array}{c}
\overrightarrow{0} \\
\left.\begin{array}{c}
\frac{1}{2} \rho \vec{u} \cdot \vec{\nabla} u+c \vec{e}_{1} \cdot \vec{\nabla} \mu \\
\frac{1}{2} \rho \vec{u} \cdot \vec{\nabla} v+c \vec{e}_{2} \cdot \vec{\nabla} \mu \\
\frac{1}{2} \rho \vec{u} \cdot \vec{\nabla} w+c \vec{e}_{3} \cdot \vec{\nabla} \mu \\
\rho_{0} c_{0}^{2}\left(\vec{e}_{1} \cdot \vec{\nabla} u+\vec{e}_{2} \cdot \vec{\nabla} v+\vec{e}_{3} \cdot \vec{\nabla} w\right)
\end{array}\right)\left(\begin{array}{c}
c \vec{u} \\
\frac{1}{2} \rho \vec{u} u+p \vec{e}_{1} \\
\frac{1}{2} \rho \vec{u} v+p \vec{e}_{2} \\
\frac{1}{2} \rho \vec{u} w+p \vec{e}_{3} \\
0
\end{array}\right) \\
\left(\begin{array}{c}
M_{0} \vec{\nabla} \mu \\
2 \eta \boldsymbol{S} \cdot \vec{e}_{1} \\
2 \eta \boldsymbol{S} \cdot \vec{e}_{2} \\
2 \eta \boldsymbol{S} \cdot \vec{e}_{3} \\
\overrightarrow{0}
\end{array}\right)+\left(\begin{array}{c}
0 \\
\rho \vec{g} \cdot \vec{e}_{1} \\
\rho \vec{g} \cdot \vec{e}_{2} \\
\rho \vec{g} \cdot \vec{e}_{3} \\
0
\end{array}\right),
\end{array}\right. \tag{11}
\end{align*}
$$

where,

$$
\begin{equation*}
\boldsymbol{S}=\operatorname{sym}(\vec{\nabla} \vec{u})=\frac{1}{2}\left(\vec{\nabla} \vec{u}+\vec{\nabla} \vec{u}^{T}\right) \tag{12}
\end{equation*}
$$

is the strain tensor, and $\vec{e}_{i}$ are the space unit vectors. The velocity divergence of the artificial compressibility (10) is included into the non-conservative terms since it makes it easier to show stability.

We follow the notation in $[58,9]$ to work with vectors of different nature. Space vectors (e.g. $\vec{x}=(x, y, z) \in \mathbb{R}^{3}$ ) are represented with an arrow, and state vectors (e.g. $\mathbf{q}=(c, \sqrt{\rho} \vec{u}, p) \in \mathbb{R}^{5}$ ) in bold. Moreover, we define block vectors as the result of stacking three state vectors (e.g. fluxes),

$$
\overleftrightarrow{\mathbf{f}}_{e}=\left(\begin{array}{c}
\mathbf{f}_{e, 1}  \tag{13}\\
\mathbf{f}_{e, 2} \\
\mathbf{f}_{e, 3}
\end{array}\right)=\left(\begin{array}{l}
\mathbf{f}_{e} \\
\mathbf{g}_{e} \\
\mathbf{h}_{e}
\end{array}\right), \overleftrightarrow{\mathbf{f}}_{v}=\left(\begin{array}{c}
\mathbf{f}_{v, 1} \\
\mathbf{f}_{v, 2} \\
\mathbf{f}_{v, 3}
\end{array}\right)=\left(\begin{array}{l}
\mathbf{f}_{v} \\
\mathbf{g}_{v} \\
\mathbf{h}_{v}
\end{array}\right),
$$

and define the operator $\Upsilon$ that transforms a $5 \times 3$ (state-space) matrix into a $15 \times 1$ block vector,

$$
\stackrel{\leftrightarrow}{\mathbf{f}}=\Upsilon\left(\begin{array}{lll}
f_{1} & g_{1} & h_{1}  \tag{14}\\
f_{2} & g_{2} & h_{2} \\
f_{3} & g_{3} & h_{3} \\
f_{4} & g_{4} & h_{4} \\
f_{5} & g_{5} & h_{5}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{f} \\
\mathbf{g} \\
\mathbf{h}
\end{array}\right)
$$

The products of state, space and block vectors are defined as

$$
\overleftrightarrow{\mathbf{f}} \cdot \overleftrightarrow{\mathbf{g}}=\sum_{i=1}^{3} \mathbf{f}_{i}^{T} \mathbf{g}_{i}, \quad \vec{g} \cdot \stackrel{\mathbf{f}}{ }=\sum_{i=1}^{3} g_{i} \mathbf{f}_{i}, \quad \vec{g} \mathbf{f}=\left(\begin{array}{l}
g_{1} \mathbf{f}  \tag{15}\\
g_{2} \mathbf{f} \\
g_{3} \mathbf{f}
\end{array}\right)
$$

The divergence and gradient operators, using (15), take the form

$$
\vec{\nabla} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}=\sum_{i=1}^{3} \frac{\partial \mathbf{f}_{i}}{\partial x_{i}}, \quad \vec{\nabla} \mathbf{q}=\left(\begin{array}{l}
\mathbf{q}_{x}  \tag{16}\\
\mathbf{q}_{y} \\
\mathbf{q}_{z}
\end{array}\right)
$$

State matrices (i.e. $5 \times 5$ matrices) are denoted with an underline, e.g. B. State matrices can be combined to construct a block matrix,

$$
\mathcal{B}=\left(\begin{array}{lll}
\underline{\mathbf{B}}_{11} & \underline{\mathbf{B}}_{12} & \underline{\mathbf{B}}_{13}  \tag{17}\\
\underline{\mathbf{B}}_{21} & \underline{\mathbf{B}}_{22} & \underline{\mathbf{B}}_{23} \\
\underline{\mathbf{B}}_{31} & \underline{\mathbf{B}}_{32} & \underline{\mathbf{B}}_{33}
\end{array}\right) .
$$

Block matrices can be multiplied with a block vector to obtain a new block vector. A matrix multiplication in space (e.g. a rotation) can be performed in the following way

$$
\begin{equation*}
\vec{g}=\mathbf{M} \tag{18}
\end{equation*}
$$

For each of the variables in the state vector, we construct the block matrix version of $\boldsymbol{M}$ ( $\mathbf{I}_{5}$ is the $5 \times 5$ identity matrix),

$$
\mathcal{M}=\left(\begin{array}{lll}
\boldsymbol{M}_{11} \mathbf{I}_{5} & \boldsymbol{M}_{12} \mathbf{I}_{5} & \boldsymbol{M}_{13} \mathbf{I}_{5}  \tag{19}\\
\boldsymbol{M}_{21} \mathbf{I}_{5} & \boldsymbol{M}_{22} \mathbf{I}_{5} & \boldsymbol{M}_{23} \mathbf{I}_{5} \\
\boldsymbol{M}_{31} \underline{\mathbf{I}}_{5} & \boldsymbol{M}_{32} \mathbf{I}_{5} & \boldsymbol{M}_{33} \underline{I}_{5}
\end{array}\right)
$$

so that we can compactly write

$$
\begin{equation*}
\overleftrightarrow{\mathbf{g}}=\mathcal{M} \overleftrightarrow{\mathbf{f}} \tag{20}
\end{equation*}
$$

More details are given in [58].
Using the notation introduced above, the iNS/CH system (11) can be written in the form of a general advection-diffusion equation,
with state vector $\mathbf{q}=(c, \sqrt{\rho} \vec{u}, p)$, gradient variables vector $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{5}\right)=(\mu, \vec{u}, p)$, mass matrix $\underline{\mathbf{m}}$,

$$
\underline{\mathbf{m}}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{22}\\
0 & \sqrt{\rho} \boldsymbol{l}_{3} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

inviscid fluxes $\stackrel{\leftrightarrow}{\mathbf{f}}_{e}(\mathbf{q})$,

$$
\mathbf{f}_{e, 1}=\mathbf{f}_{e}=\left(\begin{array}{c}
c u  \tag{23}\\
\frac{1}{2} \rho u^{2}+p \\
\frac{1}{2} \rho u v \\
\frac{1}{2} \rho u w \\
0
\end{array}\right), \mathbf{f}_{e, 2}=\mathbf{g}_{e}=\left(\begin{array}{c}
c v \\
\frac{1}{2} \rho u v \\
\frac{1}{2} \rho v^{2}+p \\
\frac{1}{2} \rho v w \\
0
\end{array}\right), \mathbf{f}_{e, 3}=\mathbf{h}_{e}=\left(\begin{array}{c}
c w \\
\frac{1}{2} \rho u w \\
\frac{1}{2} \rho v w \\
\frac{1}{2} \rho w^{2}+p \\
0
\end{array}\right)
$$

non-conservative term coefficients $\overleftrightarrow{\boldsymbol{\phi}}_{m}(\mathbf{q})$,

$$
\begin{align*}
& \overleftrightarrow{\boldsymbol{\phi}}_{1}=\Upsilon\left(\begin{array}{c}
0 \\
c \vec{e}_{1} \\
c \vec{e}_{2} \\
c \vec{e}_{3} \\
0
\end{array}\right), \overleftrightarrow{\boldsymbol{\phi}}_{2}=\Upsilon\left(\begin{array}{c}
0 \\
\frac{1}{2} \rho \vec{u} \\
0 \\
0 \\
\rho_{0} c_{0}^{2} \vec{e}_{1}
\end{array}\right), \overleftrightarrow{\boldsymbol{\phi}}_{3}=\Upsilon\left(\begin{array}{c}
0 \\
0 \\
\frac{1}{2} \rho \vec{u} \\
0 \\
\rho_{0} c_{0}^{2} \vec{e}_{2}
\end{array}\right), \overleftrightarrow{\boldsymbol{\phi}}_{4}=\Upsilon\left(\begin{array}{c}
0 \\
0 \\
0 \\
\frac{1}{2} \rho \vec{u} \\
\rho_{0} c_{0}^{2} \vec{e}_{3}
\end{array}\right),  \tag{24}\\
& \overleftrightarrow{\boldsymbol{\phi}}_{5}=\Upsilon\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
\end{align*}
$$

viscous fluxes $\overleftrightarrow{\mathbf{f}}_{v}(\vec{\nabla} \mathbf{w})$,

$$
\mathbf{f}_{v, 1}=\mathbf{f}_{v}=\left(\begin{array}{c}
M_{0} \mu_{x}  \tag{25}\\
2 \eta \boldsymbol{S}_{11} \\
2 \eta \boldsymbol{S}_{21} \\
2 \eta \boldsymbol{S}_{31} \\
0
\end{array}\right), \mathbf{f}_{v, 2}=\mathbf{g}_{v}=\left(\begin{array}{c}
M_{0} \mu_{y} \\
2 \eta \boldsymbol{S}_{12} \\
2 \eta \boldsymbol{S}_{22} \\
2 \eta \boldsymbol{S}_{32} \\
0
\end{array}\right), \mathbf{f}_{v, 3}=\mathbf{h}_{v}=\left(\begin{array}{c}
M_{0} \mu_{z} \\
2 \eta \boldsymbol{S}_{13} \\
2 \eta \boldsymbol{S}_{23} \\
2 \eta \boldsymbol{S}_{33} \\
0
\end{array}\right) \text {, }
$$

and source term $\mathbf{s}(\mathbf{q})=(0, \rho \overrightarrow{\mathrm{~g}}, 0)$.
It has to be noted that the same gradient variables $\mathbf{w}$ are used in both the non-conservative terms and the viscous fluxes. Furthermore, in Section 2.1 it is proven that they are also the entropy variables related to the mathematical entropy.

### 2.1. Entropy analysis of the iNS/CH system

The entropy analysis for the continuous system is presented in [10]. It has been shown in [10] that there exists a pair of mathematical entropy function $\mathcal{E}(\mathbf{q})$ (mathematical entropy) and $\mathbf{w}$ (entropy variables) that contract the system of equations (21) into a conservation law [59],

$$
\begin{equation*}
\mathbf{w}^{T}\left(\underline{\mathbf{m} q_{t}}+\vec{\nabla} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}_{e}(\mathbf{q})+\sum_{m=1}^{5} \overleftrightarrow{\boldsymbol{\phi}}_{m}(\mathbf{q}) \cdot \vec{\nabla} w_{m}-\vec{\nabla} \cdot \stackrel{\mathbf{f}}{v}(\mathbf{q}, \vec{\nabla} \mathbf{w})\right)=\mathcal{E}_{t}+\nabla \cdot \vec{f}^{\mathcal{E}}+\nabla \mathbf{w}^{T} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}_{v}=0 \tag{26}
\end{equation*}
$$

The contraction of the inviscid fluxes and the non-conservative terms is

$$
\begin{equation*}
\mathbf{w}^{T}\left(\vec{\nabla} \cdot \overleftrightarrow{\mathbf{f}}_{e}(\mathbf{q})+\sum_{m=1}^{5} \stackrel{\boldsymbol{\phi}}{m}(\mathbf{q}) \cdot \vec{\nabla} w_{m}\right)=\vec{\nabla} \cdot \vec{f}_{e}^{\mathcal{E}} \tag{27}
\end{equation*}
$$

Then it is proven that the viscous fluxes are dissipative,

$$
\begin{equation*}
\vec{\nabla} \mathbf{w}^{T} \cdot \overleftrightarrow{\mathbf{f}}_{v}=M_{0}|\vec{\nabla} \mu|^{2}+2 \eta \boldsymbol{S}: \boldsymbol{s} \geqslant 0 \tag{28}
\end{equation*}
$$

The contraction of the inviscid fluxes (27) from the entropy variables happens automatically, if the conservative and nonconservative fluxes satisfy

$$
\begin{equation*}
\mathbf{e}_{m}^{T} \stackrel{\leftrightarrow}{\mathbf{f}}_{e}=\mathbf{w}^{T} \stackrel{\boldsymbol{\phi}}{m} \tag{29}
\end{equation*}
$$

by construction [10], with $\mathbf{e}_{m}^{T}$ being a state unit vector along the m-th state variable. Its associated entropy flux is

$$
\begin{equation*}
\vec{f}_{e}^{\mathcal{E}}=\mathbf{w}^{T} \overleftrightarrow{\mathbf{f}}_{e} \tag{30}
\end{equation*}
$$

For the iNS/CH system, the mathematical entropy is,

$$
\begin{equation*}
\mathcal{E}=\mathcal{F}(c, \vec{\nabla} c)+\mathcal{K}(\sqrt{\rho} \vec{u})+\mathcal{E}_{\mathrm{AC}}(p)=f_{0}(c)+\frac{3}{4} \sigma \varepsilon|\vec{\nabla} c|^{2}+\frac{1}{2} \rho v_{t o t}^{2}+\frac{p^{2}}{2 \rho_{0} c_{0}^{2}} \geqslant 0 \tag{31}
\end{equation*}
$$

where $\mathcal{F}$ is the Cahn-Hilliard free-energy, $\mathcal{K}$ is the traditional kinetic energy and $\mathcal{E}_{\text {AC }}$ is the artificial compressibility energy term that was introduced in [9]. In addition, $v_{\text {tot }}^{2}=u^{2}+v^{2}+w^{2}$ is the square of the total speed.

The density $\rho$ in (31) should be positive, which is ensured by imposing a limit in the maximum and minimum density values as

$$
\begin{equation*}
\rho(\hat{c})=\rho_{1} \hat{c}+\rho_{2}(1-\hat{c}), \hat{c}=\min (\max (c, 0), 1) \tag{32}
\end{equation*}
$$

The clipping function is used only to compute the density, which is used only as an input in the momentum equation as in [52]. The concentration parameter of the Cahn-Hilliard equation is not clipped and is left to contain values outside the $c \in[0,1]$ interval. Thus, the proposed methodology is phase-conservative and the free-energy is not altered.

In [10], it is proven that the entropy variables $\mathbf{w}$

$$
\begin{equation*}
\mathbf{w}=\left(\mu, u, v, w, \frac{p}{\rho_{0} c_{0}^{2}}\right) \tag{33}
\end{equation*}
$$

contract the time derivative of the state vector, $\mathbf{q}_{t}$, into the time derivative of the entropy $\mathcal{E}_{t}$, plus an additional divergence term of a time derivative flux $\vec{f}_{t}^{\mathcal{E}}$,

$$
\begin{equation*}
\vec{f}_{t}^{\mathcal{E}}=-\frac{3}{2} \sigma \varepsilon c_{t} \vec{\nabla} c \tag{34}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathbf{w}^{T} \underline{\mathbf{m}} \mathbf{q}_{t}=\mathcal{E}_{t}+\vec{\nabla} \cdot \vec{f}_{t}^{\mathcal{E}} \tag{35}
\end{equation*}
$$

With these results, we confirm that the iNS/CH system, (11), with entropy, (31), satisfies the conservation law

$$
\begin{equation*}
\mathcal{E}_{t}+\vec{\nabla} \cdot \vec{f} \mathcal{E}=-\vec{\nabla} \mathbf{w}^{T} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}_{v} \tag{36}
\end{equation*}
$$

with entropy flux $\vec{f} \mathcal{E}$,

$$
\begin{equation*}
\vec{f} \mathcal{E}=\vec{f}_{t}^{\mathcal{E}}+\vec{f}_{e}^{\mathcal{E}}+\vec{f}_{v}^{\mathcal{E}} \tag{37}
\end{equation*}
$$

The entropy equation can be written as a global equation by integrating over the domain $\Omega$,

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\mathcal{E}}}{\mathrm{~d} t}+\int_{\partial \Omega} \vec{f}^{\mathcal{E}} \cdot \vec{n} \mathrm{~d} S=-\int_{\Omega}\left(M_{0}|\vec{\nabla} \mu|^{2}+2 \eta \boldsymbol{S}: \boldsymbol{s}\right) \mathrm{d} \vec{x} \leqslant 0 \tag{38}
\end{equation*}
$$

where $\overline{\mathcal{E}}$ is the total entropy,

$$
\begin{equation*}
\overline{\mathcal{E}}=\int_{\Omega} \mathcal{E} \mathrm{d} \overrightarrow{\mathrm{x}} \tag{39}
\end{equation*}
$$

Eq. (38) shows that the total entropy (39) is always dissipated in the interior of the domain, and it can only increase due to boundary exchanges [10].

The discrete approximation will be constructed so that it mimics (38), which will guarantee that the discrete entropy of the approximation will remain bounded by the boundary and initial data.

### 2.1.1. Boundary conditions

In order for the entropy to remain bounded, it has to be combined with appropriate boundary conditions. Two different types are considered in this work, as we examine the effect of free- and no-slip boundary conditions. Specifically for the Cahn-Hilliard equation, a non-homogeneous Neumann condition for the concentration [60], and a homogeneous Neumann condition for the chemical potential are considered [10]

$$
\begin{equation*}
-\left.\frac{3}{2} \sigma \varepsilon \frac{\partial c}{\partial \vec{n}}\right|_{\partial \Omega}=f_{w}^{\prime}(c),\left.\quad \frac{\partial \mu}{\partial \vec{n}}\right|_{\partial \Omega}=0 \tag{40}
\end{equation*}
$$

where $f_{w}(c)$ is the boundary free-energy function that controls the wall contact angle. One choice is to use the function [60]

$$
\begin{equation*}
f_{w}(c)=\frac{1}{2} \sigma \cos \left(\theta_{w}\right)(2 c-1)\left(1+2 c-2 c^{2}\right), \quad f_{w}^{\prime}(c)=6 \sigma \cos \left(\theta_{w}\right) c(1-c) \tag{41}
\end{equation*}
$$

where $\theta_{w}$ is the imposed contact angle with the wall. In most simulations performed in this work we use a $90^{\circ}$ angle, which simplifies $f_{w}(c)=0$.

The entropy balance (38) with both wall boundary conditions takes the same form and is defined as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\overline{\mathcal{E}}+\int_{\partial \Omega} f_{w}(c) \mathrm{d} S\right)=-\int_{\Omega}\left(M_{0}|\vec{\nabla} \mu|^{2}+2 \eta \boldsymbol{S}: \boldsymbol{S}\right) \mathrm{d} \overrightarrow{\boldsymbol{x}} \leqslant 0 \tag{42}
\end{equation*}
$$

where the volume entropy is augmented with the surface free-energy as in [60,7].

## 3. Space and time discretization

In this section we provide the details for the construction of an entropy-stable DGSEM approximation. We focus on a tensor product DGSEM with Gauss-Lobatto (GL) points as it satisfies the Summation-By-Parts Simultaneous-Approximation-Term (SBP-SAT) property [61]. This choice allows us to mimic the continuous stability of the system and devise a discrete entropy law.

### 3.1. Differential geometry and curvilinear elements

The computational domain $\Omega$ is tessellated into non-overlapping hexahedral elements, which are then geometrically transformed from a reference element $e=[-1,1]^{3}$ by means of a transfinite mapping. This mapping relates the physical $\left(\vec{x}=\left(x^{1}, x^{2}, x^{3}\right)=(x, y, z)\right)$ and the local $\left(\vec{\xi}=\left(\xi^{1}, \xi^{2}, \xi^{3}\right)=(\xi, \eta, \zeta)\right)$ coordinates,

$$
\begin{equation*}
\vec{x}=\vec{X}(\vec{\xi})=\vec{X}(\xi, \eta, \zeta) \tag{43}
\end{equation*}
$$

From the transformation (43) three covariant basis vectors can be defined,

$$
\begin{equation*}
\vec{a}_{i}=\frac{\partial \vec{X}}{\partial \xi^{i}}, \quad i=1,2,3 \tag{44}
\end{equation*}
$$

and three contravariant basis vectors,

$$
\begin{equation*}
\vec{a}^{i}=\vec{\nabla} \xi^{i}=\frac{1}{J}\left(\vec{a}_{j} \times \vec{a}_{k}\right), \quad(i, j, k) \text { cyclic } \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
J=\vec{a}_{1} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right) \tag{46}
\end{equation*}
$$

is the Jacobian of the mapping $\vec{X}$. The contravariant coordinate vectors satisfy the metric identities [62],

$$
\begin{equation*}
\sum_{i=1}^{3} \frac{\partial\left(J a_{n}^{i}\right)}{\partial \xi^{i}}=0, n=1,2,3 \tag{47}
\end{equation*}
$$

where $a_{n}^{i}$ is the $n$-th Cartesian component of the contravariant vector $\vec{a}^{i}$.
The volume weighted contravariant basis $J \vec{a}^{i}$ is used to transform differential operators from physical $(\vec{\nabla})$ to reference $\left(\vec{\nabla}_{\xi}\right)$ space. The divergence of a vector is [58]

$$
\begin{equation*}
\vec{\nabla} \cdot \vec{f}=\frac{1}{J} \vec{\nabla}_{\xi} \cdot\left(\boldsymbol{M}^{T} \vec{f}\right) \tag{48}
\end{equation*}
$$

where $\boldsymbol{M}=\left(J \vec{a}^{\xi}, J \vec{a}^{\eta}, J \vec{a}^{\zeta}\right)$. We use (19) to write the divergence of an entire block vector compactly. Thus, the block matrix $\mathcal{M}$ is expressed as,

$$
\mathcal{M}=\left(\begin{array}{lll}
J a_{1}^{1} \mathbf{I}_{5} & J a_{1}^{2} \mathbf{I}_{5} & J a_{1}^{3} \mathbf{I}_{5}  \tag{49}\\
J a_{2}^{1} \mathbf{I}_{5} & J a_{2}^{2} \mathbf{I}_{5} & J a_{2}^{3} \mathbf{I}_{5} \\
J a_{3}^{1} \mathbf{I}_{5} & J a_{3}^{2} \mathbf{I}_{5} & J a_{3}^{3} \mathbf{I}_{5}
\end{array}\right)
$$

which allows us to write (48) for all the state variables,

$$
\begin{equation*}
\vec{\nabla} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}=\frac{1}{J} \vec{\nabla}_{\xi} \cdot\left(\mathcal{M}^{T} \stackrel{\leftrightarrow}{\mathbf{f}}\right)=\frac{1}{J} \vec{\nabla}_{\xi} \cdot \stackrel{\overleftrightarrow{\mathbf{f}}}{ } \tag{50}
\end{equation*}
$$

with $\overleftrightarrow{\tilde{\mathbf{f}}}$ being the block vector of the contravariant fluxes,

$$
\begin{equation*}
\stackrel{\tilde{\mathbf{f}}}{ }=\mathcal{M}^{T} \stackrel{\mathbf{f}}{ }, \tilde{\mathbf{f}}^{i}=J \vec{a}^{i} \cdot \stackrel{\leftrightarrow}{\mathbf{f}} \tag{51}
\end{equation*}
$$

The gradient of a scalar is [58]

$$
\begin{equation*}
\vec{\nabla} w=\frac{1}{J} M \vec{\nabla}_{\xi} w \tag{52}
\end{equation*}
$$

which we can also extend to all entropy variables using (49),

$$
\begin{equation*}
\stackrel{\overleftrightarrow{\mathbf{g}}}{ }=\vec{\nabla} \mathbf{w}=\frac{1}{J} \mathcal{M} \vec{\nabla}_{\xi} \mathbf{w} \tag{53}
\end{equation*}
$$

and to non-conservative terms,

$$
\begin{equation*}
\overleftrightarrow{\boldsymbol{\phi}}_{m} \cdot \vec{\nabla} w_{m}=\frac{1}{\mathcal{J}} \stackrel{\ddot{\boldsymbol{\phi}}}{m} \cdot \vec{\nabla}_{\xi} w_{m} \tag{54}
\end{equation*}
$$

The iNS/CH equation, (11), is transformed into a system of four first order equations with the use of the auxiliary variables $\overleftrightarrow{\mathbf{g}}=\vec{\nabla} \mathbf{w}$ and $\vec{g}_{c}=\vec{\nabla} c$ such that

$$
\begin{align*}
& \underline{\mathbf{m q}}_{t}+\vec{\nabla} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}_{e}(\mathbf{q})+\sum_{m=1}^{5}\left(\overleftrightarrow{\boldsymbol{\phi}}_{m}(\mathbf{q}) \cdot \vec{\nabla} w_{m}\right)=\vec{\nabla} \cdot \overleftrightarrow{\mathbf{f}}_{v}(\stackrel{(\mathbf{g}}{ })+\mathbf{s}(\mathbf{q}), \\
& \overleftrightarrow{\mathbf{g}}=\vec{\nabla} \mathbf{w},  \tag{55}\\
& \mu=f_{0}^{\prime}(c)-\frac{3}{2} \sigma \varepsilon \vec{\nabla} \cdot \vec{g}_{c}, \\
& \vec{g}_{c}=\vec{\nabla} c .
\end{align*}
$$

The transformation of the operators to the reference space is accomplished using the mapped derivative operators (50), (53), and (54) properties,

$$
\begin{align*}
& J \underline{\mathbf{m}} \mathbf{q}_{t}+\vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\mathbf{f}}}{e}^{(\mathbf{q})+\sum_{m=1}^{5}\left(\stackrel{\tilde{\boldsymbol{\phi}}}{m}(\mathbf{q}) \cdot \vec{\nabla}_{\xi} w_{m}\right)=\vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\mathbf{f}}}{v}(\stackrel{\mathbf{g}}{\mathbf{g}})+J \mathbf{s}(\mathbf{q})} \begin{array}{l}
J \stackrel{( }{\mathbf{g}}=\mathcal{M} \vec{\nabla}_{\xi} \mathbf{w} \\
J \mu=J f_{0}^{\prime}(c)-\frac{3}{2} \sigma \varepsilon \vec{\nabla}_{\xi} \cdot \overrightarrow{\tilde{g}}_{c} \\
J \vec{g}_{c}=M \vec{\nabla}_{\xi} c
\end{array} . \tag{56a}
\end{align*}
$$

The DG approximation is obtained from weak forms of (56). The inner products in the reference element, $E$, for state and block vectors are

$$
\begin{equation*}
\langle\mathbf{f}, \mathbf{g}\rangle_{E}=\int_{E} \mathbf{f}^{T} \mathbf{g} \mathrm{~d} E, \quad\left\langle\stackrel{\leftrightarrow}{\mathbf{f}}, \stackrel{\mathbf{g}}{)_{E}}=\int_{E} \stackrel{\leftrightarrow}{\mathbf{f}} \cdot \stackrel{\leftrightarrow}{\mathbf{g}} \mathrm{~d} E\right. \tag{57}
\end{equation*}
$$

To construct the weak form of (56) we multiply by four test functions $\boldsymbol{\varphi}_{q}, \overleftrightarrow{\varphi}_{g}, \varphi_{\mu}$, and $\vec{\varphi}_{c}$ and integrate over the reference element. Using the integration-by-parts property, the system takes the form

$$
\begin{align*}
& \left\langle J \underline{\mathbf{m}} \mathbf{q}_{t}, \boldsymbol{\varphi}_{q}\right\rangle_{E}+\int_{\partial E} \boldsymbol{\varphi}_{q}^{T}\left(\stackrel{\tilde{\tilde{f}}}{e}+\sum_{m=1}^{5} \stackrel{\tilde{\boldsymbol{\phi}}}{m} w_{m}-\stackrel{\stackrel{\tilde{f}_{v}}{v}}{ }\right) \cdot \hat{n} \mathrm{~d} S_{\xi}-\left\langle\stackrel{\stackrel{\tilde{f}_{e}}{e}}{ }, \vec{\nabla}_{\xi} \boldsymbol{\varphi}_{q}\right\rangle_{E} \\
& -\sum_{m=1}^{5}\left\langle w_{m}, \vec{\nabla}_{\xi} \cdot\left(\boldsymbol{\varphi}_{q}^{T} \overleftrightarrow{\tilde{\boldsymbol{\phi}}}_{m}\right)\right\rangle_{E}=-\left\langle\stackrel{\tilde{\mathbf{f}}}{v}, \vec{\nabla}_{\xi} \boldsymbol{\varphi}_{q}\right\rangle_{E}+\left\langle J \mathbf{s}, \boldsymbol{\varphi}_{q}\right\rangle_{E}, \\
& \left\langle J \stackrel{\mathbf{g}}{,} \overleftrightarrow{\boldsymbol{\varphi}}_{g}\right\rangle_{E}=\int_{\partial E} \mathbf{w}^{T}(\stackrel{\tilde{\boldsymbol{\varphi}}}{g} \cdot \hat{n}) \mathrm{d} S_{\xi}-\left\langle\mathbf{w}, \vec{\nabla}_{\xi} \cdot \overleftrightarrow{\tilde{\boldsymbol{\varphi}}}_{g}\right\rangle_{E},  \tag{58}\\
& \left\langle J \mu, \varphi_{\mu}\right\rangle_{E}=\left\langle J f_{0}^{\prime}, \varphi_{\mu}\right\rangle_{E}-\int_{\partial E} \frac{3}{2} \sigma \varepsilon \varphi_{\mu} \overrightarrow{\tilde{g}}_{c} \cdot \hat{n} \mathrm{~d} S_{\xi}+\left\langle\frac{3}{2} \sigma \varepsilon \overrightarrow{\tilde{g}}_{c}, \vec{\nabla}_{\xi} \varphi_{\mu}\right\rangle_{E}, \\
& \left\langle J \vec{g}_{c}, \vec{\varphi}_{c}\right\rangle_{E}=\int_{\partial E} c \overrightarrow{\tilde{\varphi}}_{c} \cdot \hat{n} \mathrm{~d} S_{\xi}-\left\langle c, \vec{\nabla}_{\xi} \cdot \overrightarrow{\tilde{\varphi}}_{c}\right\rangle_{E},
\end{align*}
$$

where $\hat{n}$ is the unit outward vector and $\mathrm{d} S_{\xi}$ the surface differential of each face of the reference element $E$. The surface integrals extend to all six faces of an element,

$$
\begin{equation*}
\int_{\partial E} \overrightarrow{\tilde{f}} \cdot \hat{n} \mathrm{~d} S_{\xi}=\left.\int_{[-1,1]^{2}} \tilde{f}^{1} \mathrm{~d} \eta \mathrm{~d} \zeta\right|_{\xi=-1} ^{\xi=1}+\left.\int_{[-1,1]^{2}} \tilde{f}^{2} \mathrm{~d} \xi \mathrm{~d} \zeta\right|_{\eta=-1} ^{\eta=1}+\left.\int_{[-1,1]^{2}} \tilde{f}^{3} \mathrm{~d} \xi \mathrm{~d} \eta\right|_{\zeta=-1} ^{\zeta=1} \tag{59}
\end{equation*}
$$

The relation connecting the physical and reference surface differentials is given by,

$$
\begin{equation*}
\mathrm{d} S^{i}=\left|J \vec{a}^{i}\right| \mathrm{d} \xi^{j} \mathrm{~d} \xi^{k}=\mathcal{J}_{f}^{i} \mathrm{~d} S_{\xi}^{i} \tag{60}
\end{equation*}
$$

where we have defined the face Jacobian $\mathcal{J}_{f}^{i}=\left|\mathcal{J} \vec{a}^{i}\right|$. We can write the surface flux in either reference element, $\overrightarrow{\tilde{f}} \cdot \hat{n}$, or physical space, $\vec{f} \cdot \vec{n}$, through the following relations

$$
\begin{equation*}
\overrightarrow{\tilde{f}} \cdot \hat{n}^{i} \mathrm{~d} S_{\xi}=\left(\mathcal{M}^{T} \stackrel{\rightharpoonup}{\mathbf{f}}\right) \cdot \hat{n}^{i} \mathrm{~d} S_{\xi}=\vec{f} \cdot\left(\mathcal{M} \hat{n}^{i}\right) \mathrm{d} S_{\xi}=\vec{f} \cdot \vec{n}\left|J \vec{a}^{i}\right| \mathrm{d} S_{\xi}=\vec{f} \cdot \vec{n}^{i} \mathrm{~d} S \tag{61}
\end{equation*}
$$

Therefore, the surface integrals can be written in both physical and reference spaces,

$$
\begin{equation*}
\int_{\partial E} \tilde{\vec{f}} \cdot \hat{\mathbf{n}} \mathrm{~d} S_{\xi}=\int_{\partial e} \vec{f} \cdot \vec{n} \mathrm{~d} S \tag{62}
\end{equation*}
$$

### 3.2. Polynomial approximation and the DGSEM

In this part of the paper we introduce the discrete version of (58). The solutions and functions are approximated by order $N$ polynomials in each element $E$,

$$
\begin{equation*}
\mathbf{q} \approx \mathbf{Q}(\vec{\xi})=\sum_{i, j, k=0}^{N} \mathbf{Q}_{i j k}(t) l_{i}(\xi) l_{j}(\eta) l_{k}(\zeta) \tag{63}
\end{equation*}
$$

where the approximation order $N$ can vary from element to element. In (63), $l_{i}(\xi)$ are the Lagrange interpolating polynomials whose nodes are a set of Gauss-Lobatto points $\left\{\xi_{i}\right\}_{i=0}^{N}$ in the reference element $E$ and $\mathbf{Q}_{i j k}(t)=\mathbf{Q}\left(\xi_{i}, \eta_{j}, \zeta_{k}, t\right)$ are the (time dependent) nodal values of an arbitrary function $\mathbf{Q}$. We use $\mathcal{I}^{N}$ to denote the polynomial interpolation operator [63]. The notation is as follows: we use lower cases for the exact functions, whereas upper cases represent their polynomial approximation.

In the discrete setting, we must ensure that the approximation of the metrics is freestream preserving. Having a watertight mesh is a necessary condition but not sufficient. For freestream preservation, the mesh has to satisfy two additional conditions [64],

1. Condition ( $\mathbf{F}$ ): the projection of the discrete volume weighted contravariant bases at the faces has to be also continuous $\left.\mathcal{J} \vec{a}^{i}\right|_{\text {face }} ^{e_{L}}=\left.\mathcal{J} \vec{a}^{i}\right|_{\text {face }} ^{e_{R}}$. The symbol $\mathcal{J}$ represents the polynomial approximation of the Jacobian.
2. Condition (V): the approximation of the contravariant bases has to satisfy a discrete version of the metric identities (47).

The mapping function is approximated with the interpolation operator (63). However, although the mapping is represented by order $N$ polynomials, the genuine order of the mapping is given by the approximation order of the faces and the edges. We follow the rules for the construction of a watertight mesh of $[8,65]$. We highlight the construction of a watertight mesh that satisfies the two conditions:

- Edges: the approximation order of the edges in the mesh has to be unique, and the face functions that share an edge must reduce to the same curvilinear function at the edge. The order of an edge shared by various faces has to be $N_{\text {edge }} \leq \min \left(N_{f_{1}}, N_{f_{2}}, \ldots\right)$ for general three-dimensional non-conforming elements, two dimensional, two dimensional extruded and conforming problems, at most.
- Faces: the approximation order of the faces in the mesh has to be unique and it must be set to $N_{f} \leq \min \left(N_{e_{L}}, N_{e_{R}}\right)$ for two-dimensional, two-dimensional extruded, and conforming problems and to $N_{f} \leq \min \left(N_{e_{L}}, N_{e_{R}}\right) / 2$ for general three-dimensional non-conforming elements, at most.
- Volume: the contravariant basis have to be computed in a curl form [66]

$$
\begin{equation*}
\mathcal{J} a_{n}^{i}=-\hat{\vec{\chi}}^{i} \cdot \nabla_{\xi} \times \mathcal{I}^{N}\left(\mathcal{X}_{l} \nabla_{\xi} \mathcal{X}_{m}\right), \quad i, n=1,2,3, \quad(n, m, l) \text { cyclic. } \tag{64}
\end{equation*}
$$

Next, the integrals of the weak formulation are approximated using Gauss quadratures,

$$
\begin{equation*}
\int_{-1}^{1} F \mathrm{~d} \xi \approx \int_{N} F \mathrm{~d} \xi=\sum_{m=0}^{N} w_{m} F_{m} \tag{65}
\end{equation*}
$$

where $\left\{w_{i}\right\}_{i=0}^{N}$ are the quadrature weights that correspond to the Gauss-Lobatto nodes $\left\{\xi_{i}\right\}_{i=0}^{N}$. For Gauss-Lobatto points, the approximation is exact if for an $f(\xi)$ whose order is at most $2 N-1$. The approximation of surface integrals is performed similarly, replacing the exact function with the polynomial approximation and the exact integrals by Gauss quadratures in (59),

$$
\begin{align*}
\int_{\partial E} \overrightarrow{\tilde{f}} \cdot \hat{n} \mathrm{~d} S_{\xi} & \approx \int_{\partial E, N} \overrightarrow{\tilde{F}} \cdot \hat{n} \mathrm{~d} S_{\xi}=\left.\int_{N} \tilde{F}^{1} \mathrm{~d} \eta \mathrm{~d} \zeta\right|_{\xi=-1} ^{\xi=1}+\left.\int_{N} \tilde{F}^{2} \mathrm{~d} \xi \mathrm{~d} \zeta\right|_{\eta=-1} ^{\eta=1}+\left.\int_{N} \tilde{F}^{3} \mathrm{~d} \xi \mathrm{~d} \eta\right|_{\zeta=-1} ^{\zeta=1} \\
& =\sum_{j, k=0}^{N} w_{j k}\left(\tilde{F}_{N j k}^{1}-\tilde{F}_{0 j k}^{1}\right)+\sum_{i, k=0}^{N} w_{i k}\left(\tilde{F}_{i N k}^{2}-\tilde{F}_{i 0 k}^{2}\right)+\sum_{i, j=0}^{N} w_{i j}\left(\tilde{F}_{i j N}^{3}-\tilde{F}_{i j 0}^{3}\right) . \tag{66}
\end{align*}
$$

The simultaneous-approximation-term (SAT) property [67] and the exactness of the numerical quadrature and yield the discrete Gauss law [61,68]: for any polynomials $\stackrel{\leftrightarrow}{\mathbf{F}}$ and $\mathbf{V}$ in $\mathbb{P}^{N}$,

$$
\begin{equation*}
\left\langle\vec{\nabla}_{\xi} \cdot \stackrel{\overleftrightarrow{\tilde{F}}}{ }, \mathbf{V}\right\rangle_{E, N}=\int_{\partial E, N}(\stackrel{\overleftrightarrow{\tilde{F}}}{ } \cdot \hat{n}) \mathbf{V} \mathrm{d} S_{\xi}-\left\langle\stackrel{\stackrel{\tilde{F}}{ }}{ }, \vec{\nabla}_{\xi} \mathbf{V}\right\rangle_{E, N} \tag{67}
\end{equation*}
$$

and thus they are used to construct entropy-stable schemes using split-forms [61].
We use the properties (63), (65), and (66) to discretize the continuous weak forms (58),

$$
\begin{align*}
& \left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \boldsymbol{\varphi}_{q}\right\rangle_{E, N}+\int_{\partial E, N} \boldsymbol{\varphi}_{q}^{T}\left(\stackrel{\tilde{\mathbf{F}}}{e}+\sum_{m=1}^{5} \stackrel{\tilde{\boldsymbol{\Phi}}}{m} W_{m}-\stackrel{\tilde{\mathbf{F}}}{v}\right) \cdot \hat{n} \mathrm{~d} S_{\xi}-\left\langle\stackrel{\tilde{\mathbf{F}}}{e}, \vec{\nabla}_{\xi} \boldsymbol{\varphi}_{q}\right\rangle_{E, N} \\
& -\sum_{m=1}^{5}\left\langle W_{m}, \vec{\nabla}_{\xi} \cdot\left(\boldsymbol{\varphi}_{q}^{T} \stackrel{\tilde{\boldsymbol{\Phi}}}{m}\right)\right\rangle_{E, N}=-\left\langle\stackrel{\tilde{\mathbf{F}}}{v}^{v}, \vec{\nabla}_{\xi} \boldsymbol{\varphi}_{q}\right\rangle_{E, N}+\left\langle\mathcal{J} \mathbf{S}, \boldsymbol{\varphi}_{q}\right\rangle_{E, N}, \\
& \left\langle\mathcal{J} \stackrel{\leftrightarrow}{\mathbf{G}}, \overleftrightarrow{\boldsymbol{\varphi}}_{g}\right\rangle_{E, N}=\int_{\partial E, N} \mathbf{w}^{T}(\stackrel{\tilde{\tilde{\boldsymbol{\varphi}}}}{g} \cdot \hat{n}) \mathrm{d} S_{\xi}-\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\boldsymbol{\varphi}}}{g}\right\rangle_{E, N},  \tag{68}\\
& \left\langle\mathcal{J} \mu, \varphi_{\mu}\right\rangle_{E, N}=\left\langle\mathcal{J} F_{0}^{\prime}, \varphi_{\mu}\right\rangle_{E, N}-\int_{\partial E, N} \frac{3}{2} \sigma \varepsilon \varphi_{\mu} \overrightarrow{\tilde{G}}_{c} \cdot \hat{n} \mathrm{~d} S_{\xi}+\left\langle\frac{3}{2} \sigma \varepsilon \overrightarrow{\tilde{G}}_{c}, \vec{\nabla}_{\xi} \varphi_{\mu}\right\rangle_{E, N}, \\
& \left\langle\mathcal{J} \vec{G}_{c}, \vec{\varphi}_{c}\right\rangle_{E, N}=\int_{\partial E, N} C \overrightarrow{\tilde{\varphi}}_{c} \cdot \hat{n} \mathrm{~d} S_{\xi}-\left\langle C, \vec{\nabla}_{\xi} \cdot \overrightarrow{\tilde{\varphi}}_{c}\right\rangle_{E, N} .
\end{align*}
$$

In (68), as part of the discretization, we restrict the test functions to polynomial spaces.

The inter-element coupling of the Euler conservative fluxes and the viscous fluxes is achieved through the suitable choice of numerical fluxes. Boundary conditions are also enforced by numerical fluxes in the element boundary quadratures of (68),

$$
\begin{align*}
& \overleftrightarrow{\mathbf{F}}_{e} \approx \overleftrightarrow{\mathbf{F}}_{e}^{\star}\left(\mathbf{Q}_{L}, \mathbf{Q}_{R}\right), \overleftrightarrow{\mathbf{F}}_{v} \approx \overleftrightarrow{\mathbf{F}}_{v}^{\star}\left(\stackrel{\leftrightarrow}{\mathbf{G}}_{L}, \stackrel{\leftrightarrow}{\mathbf{G}}_{R}\right), \mathbf{W} \approx \mathbf{W}^{\star}\left(\mathbf{Q}_{L}, \mathbf{Q}_{R}\right), \\
& \vec{G}_{c} \approx \vec{G}_{c}^{\star}\left(\vec{G}_{c L}, \vec{G}_{c R}\right), \quad C \approx C^{\star}\left(C_{L}, C_{R}\right) \tag{69}
\end{align*}
$$

Whereas for non-conservative terms, we follow [69,9,10] and use diamond fluxes at the boundaries,

$$
\begin{equation*}
\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m} \approx\left(\stackrel{\mathbf{\Phi}}{m} W_{m}\right)^{\diamond}\left(\mathbf{Q}_{L}, \mathbf{Q}_{R}\right) \tag{70}
\end{equation*}
$$

A detailed definition of the fluxes as well as the connectivity between adjacent $L$ and $R$ p-non-conforming faces is presented below in Sec. 3.3. The non-conservative fluxes are not singled valued and can admit jumps in the values from one face to the other.

Inserting the numerical (69) and diamond (70) fluxes into (68) completes the discretization in space,

$$
\begin{align*}
& -\sum_{m=1}^{5}\left\langle W_{m}, \vec{\nabla}_{\xi} \cdot\left(\boldsymbol{\varphi}_{q}^{T} \stackrel{\tilde{\boldsymbol{\Phi}}}{m}\right)\right\rangle_{E, N}=-\left\langle\stackrel{\tilde{\mathbf{F}}}{v}, \vec{\nabla}_{\xi} \boldsymbol{\varphi}_{q}\right\rangle_{E, N}+\left\langle\mathcal{J} \mathbf{S}, \boldsymbol{\varphi}_{q}\right\rangle_{E, N},  \tag{71a}\\
& \left\langle\mathcal{J} \overleftrightarrow{\mathbf{G}}, \overleftrightarrow{\boldsymbol{\varphi}}_{g}\right\rangle_{E, N}=\int_{\partial E, N} \mathbf{W}^{\star, T}(\stackrel{\tilde{\boldsymbol{\varphi}}}{g} \cdot \hat{n}) \mathrm{d} S_{\xi}-\left\langle\mathbf{W}, \vec{\nabla} \vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\boldsymbol{\varphi}}}{g}^{y}\right\rangle_{E, N},  \tag{71b}\\
& \left\langle\mathcal{J} \mu, \varphi_{\mu}\right\rangle_{E, N}=\left\langle\mathcal{J} F_{0}^{\prime}, \varphi_{\mu}\right\rangle_{E, N}-\int_{\partial E, N} \frac{3}{2} \sigma \varepsilon \varphi_{\mu} \overrightarrow{\tilde{G}}_{c}^{\star} \cdot \hat{n} \mathrm{~d} S_{\xi}+\left\langle\frac{3}{2} \sigma \varepsilon \overrightarrow{\tilde{G}}_{c}, \vec{\nabla}_{\xi} \varphi_{\mu}\right\rangle_{E, N},  \tag{71c}\\
& \left\langle\mathcal{J} \vec{G}_{c}, \vec{\varphi}_{c}\right\rangle_{E, N}=\int_{\partial E, N} C^{\star} \overrightarrow{\tilde{\varphi}}_{c} \cdot \hat{n} \mathrm{~d} S_{\xi}-\left\langle C, \vec{\nabla}_{\xi} \cdot \overrightarrow{\tilde{\varphi}}_{c}\right\rangle_{E, N} . \tag{71d}
\end{align*}
$$

The final transformation is to apply the discrete Gauss law (67) to the non-conservative terms and inviscid fluxes of (71a), in (71b), and in (71d), and use (62) to write surface integrals in physical variables. The final form of the semi-discretized iNS/CH system is

$$
\begin{align*}
& \left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \boldsymbol{\varphi}_{q}\right\rangle_{E, N}+\int_{\partial e, N} \boldsymbol{\varphi}_{q}^{T}\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{e}^{\star}-\stackrel{\rightharpoonup}{\mathbf{F}}_{e}+\sum_{m=1}^{5}\left(\left(\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m}\right)^{\diamond}-\stackrel{\boldsymbol{\Phi}}{m} W_{m}\right)\right) \cdot \vec{n} \mathrm{~d} S \\
& +\left\langle\boldsymbol{\varphi}_{q}, \vec{\nabla}_{\xi} \cdot \stackrel{\ddot{\tilde{F}}}{e}^{\rangle_{E, N}}+\sum_{m=1}^{5}\left\langle\boldsymbol{\varphi}_{q}, \stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} \cdot \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N}\right. \\
& =\int_{\partial e, N} \boldsymbol{\varphi}_{q}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}^{\star} \cdot \vec{n} \mathrm{~d} S-\left\langle\stackrel{\tilde{\mathbf{F}}}{v}, \vec{\nabla}_{\xi} \boldsymbol{\varphi}_{q}\right\rangle_{E, N}+\left\langle\mathcal{J} \mathbf{S}, \boldsymbol{\varphi}_{q}\right\rangle_{E, N},  \tag{72a}\\
& \left\langle\mathcal{J} \overleftrightarrow{\mathbf{G}}, \overleftrightarrow{\boldsymbol{\varphi}}_{g}\right\rangle_{E, N}=\int_{\partial e, N}\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)\left(\overleftrightarrow{\boldsymbol{\varphi}}_{g} \cdot \vec{n}\right) \mathrm{d} S+\left\langle\stackrel{\tilde{\boldsymbol{\varphi}}}{g}, \vec{\nabla}_{\xi} \mathbf{W}\right\rangle_{E, N},  \tag{72b}\\
& \left\langle\mathcal{J} \mu, \varphi_{\mu}\right\rangle_{E, N}=\left\langle\mathcal{J} F_{0}^{\prime}, \varphi_{\mu}\right\rangle_{E, N}-\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon \varphi_{\mu} \vec{G}_{c}^{\star} \cdot \vec{n} \mathrm{~d} S+\left\langle\frac{3}{2} \sigma \varepsilon \overrightarrow{\tilde{G}}_{c}, \vec{\nabla}_{\xi} \varphi_{\mu}\right\rangle_{E, N},  \tag{72c}\\
& \left\langle\mathcal{J} \vec{G}_{c}, \vec{\varphi}_{c}\right\rangle_{E, N}=\int_{\partial e, N}\left(C^{\star}-C\right) \vec{\varphi}_{c} \cdot \vec{n} \mathrm{~d} S+\left\langle\overrightarrow{\tilde{\varphi}}_{c}, \vec{\nabla}_{\xi} C\right\rangle_{E, N} . \tag{72d}
\end{align*}
$$

The efficiency of the algorithm is improved with the use of single calculation of the local gradient of the entropy variables, for both non-conservative terms in (72a) and gradients in (72b) [10].

### 3.3. Numerical fluxes

In this section we introduce the specification of the numerical fluxes $\mathbf{F}_{e}^{\star}, \mathbf{F}_{v}^{\star}, \mathbf{W}^{\star}, \vec{G}_{c}^{\star}, C^{\star}$, and diamond fluxes $\left(\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}$ for p -non-conforming element interfaces. We also present how the mortar operations are embedded within the numerical fluxes.

In the previous work of [10] two numerical fluxes were proposed for the inviscid fluxes, an entropy conserving central flux and an entropy-stable exact Riemann solver derived in [70]. In the context of p-non-conforming approximations, the exact Riemann solver is not provably entropy-stable when combined with the mortar method. We have adopted the entropy-conserving central fluxes combined with the mortar method as they provide results with similar accuracy as the original scheme in [10]. For the viscous fluxes and concentration gradient, we use the Bassi-Rebay 1 (BR1) scheme [71] along with the mortar method and we introduce additional dissipation to make them entropy-stable by penalising the jump of the chemical potential across neighbouring elements.

The inviscid fluxes and non-conservative terms are rotational invariant as the rotational invariance of the flux $[72,9]$ enables us to write the normal flux $\overleftrightarrow{\mathbf{F}}_{e} \cdot \vec{n}$ from a rotated version of the inviscid flux $x$-component $\mathbf{F}_{e}$,

$$
\stackrel{\leftrightarrow}{\mathbf{F}}_{e} \cdot \vec{n}=\underline{\mathbf{T}}^{T} \mathbf{F}_{e}(\underline{\mathbf{T}} \mathbf{Q})=\underline{\mathbf{T}}^{T} \mathbf{F}_{e}\left(\mathbf{Q}_{n}\right), \quad \underline{\mathbf{T}}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0  \tag{73}\\
0 & n_{x} & n_{y} & n_{z} & 0 \\
0 & t_{1, x} & t_{1, y} & t_{1, z} & 0 \\
0 & t_{2, x} & t_{2, y} & t_{2, z} & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

where $\underline{\mathbf{T}}$ is a rotation matrix that only affects velocities, $\vec{n}=\left(n_{x}, n_{y}, n_{z}\right)$ is the normal unit vector to the face, and $\vec{t}_{1}$ and $\vec{t}_{2}$ are two tangent unit vectors to the face. When the rotation matrix $\mathbf{T}$ multiplies the state vector $\mathbf{Q}$ we retrieve the face normal state vector $\mathbf{Q}_{n}$,

$$
\begin{equation*}
\mathbf{Q}_{n}=\mathbf{T} \mathbf{Q}=\left(C, \sqrt{\rho} U_{n}, \sqrt{\rho} V_{t 1}, \sqrt{\rho} V_{t 2}, P\right) \tag{74}
\end{equation*}
$$

where $U_{n}=\vec{U} \cdot \vec{n}$ the normal velocity, and $V_{t i}=\vec{U} \cdot \vec{t}_{i}(i=1,2)$ are the two tangent velocities. Note that the reference system rotation does not affect the total speed

$$
\begin{equation*}
V_{t o t}^{2}=U^{2}+V^{2}+W^{2}=U_{n}^{2}+V_{t 1}^{2}+V_{t 2}^{2} \tag{75}
\end{equation*}
$$

The conservative inviscid flux terms take the form

$$
\overleftrightarrow{\mathbf{F}}_{e} \cdot \vec{n}=\underline{\mathbf{T}}^{T}\left(\begin{array}{c}
C U_{n}  \tag{76}\\
\frac{1}{2} \rho U_{n}^{2}+p \\
\frac{1}{2} \rho U_{n} V_{t 1} \\
\frac{1}{2} \rho U_{n} V_{t 2} \\
0
\end{array}\right) .
$$

The non-conservative terms,

$$
\sum_{m=1}^{5} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m} W_{m}=\Upsilon\left(\begin{array}{ccc}
0 & 0 & 0  \tag{77}\\
\frac{1}{2} \rho U^{2}+\mu C & \frac{1}{2} \rho U V & \frac{1}{2} \rho U W \\
\frac{1}{2} \rho U V & \frac{1}{2} \rho V^{2}+\mu C & \frac{1}{2} \rho V W \\
\frac{1}{2} \rho U W & \frac{1}{2} \rho V W & \frac{1}{2} \rho W^{2}+\mu C \\
\rho_{0} c_{0}^{2} U & \rho_{0} c_{0}^{2} V & \rho_{0} c_{0}^{2} W
\end{array}\right)
$$

are also rotationally invariant,

$$
\sum_{m=1}^{5}\left(\stackrel{\rightharpoonup}{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot \vec{n}=\underline{\mathbf{T}}^{T}\left(\begin{array}{c}
0  \tag{78}\\
\frac{1}{2} \rho U_{n}^{2}+\mu C \\
\frac{1}{2} \rho U_{n} V_{t 1} \\
\frac{1}{2} \rho U_{n} V_{t 2} \\
\rho_{0} c_{0}^{2} U_{n}
\end{array}\right)=\underline{\mathbf{T}}^{T} \mathbf{F}_{\Phi W}\left(\mathbf{Q}_{n}\right) .
$$

### 3.3.1. The mortar element method

Following [50], we introduce the projection operators $\mathcal{P}_{l h}$ and $\mathcal{P}_{h l}$ from the order $N_{l}$ (low order) space to its $N_{h}>N_{l}$ (high order) counterpart and vice versa known as the mortar method [73]. Let $F, G$ be two polynomial functions that belong in $F \in \mathbb{P}^{N_{l}}$ and $G \in \mathbb{P}^{N_{h}}$ spaces. Then following the work of [23,28] for the derivation of SBP-preserving operators which satisfy the M-compatibility condition, the projection operator is designed to satisfy

$$
\begin{equation*}
\left\langle F, \mathcal{P}_{h l} G\right\rangle_{E, N_{l}}=\left\langle\mathcal{P}_{l h} F, G\right\rangle_{E, N_{h}} \tag{79}
\end{equation*}
$$

When using the operator (79), the augmentation of polynomial order is done through interpolation, whereas the opposite operation is a projection known as restriction.

The interpolation operator is defined as

$$
\begin{equation*}
\left(\mathcal{P}_{l h}\right)_{i j}=l_{j}^{N_{l}}\left(\xi_{i}^{N_{h}}\right), \tag{80}
\end{equation*}
$$

that is, we evaluate the Lagrange interpolating polynomials of the low-order $N_{l}$ space at the GL nodes of the high-order $N_{h}$ space. The choice of (80) for the projection, (79) gives the restriction (backward) projection

$$
\begin{equation*}
\mathcal{P}_{h l}=M_{l}^{-1} \mathcal{P}_{l h}^{T} M_{h}, \quad M_{e}=\operatorname{diag}\left(w_{0}^{N_{e}}, w_{1}^{N_{e}}, \ldots, w_{N_{e}}^{N_{e}},\right) \tag{81}
\end{equation*}
$$

where $w_{j}^{N_{e}}$ are the quadrature weights at the GL quadrature points for an element $E$ with polynomial order $N_{e}$. The mortar operator keeps the integral value, which means that it is designed to hold the following property

$$
\begin{equation*}
\left\langle\mathcal{P}_{h l}\left(\mathcal{P}_{l h}(A)\right), 1\right\rangle_{E, N_{l}}=\left\langle\mathcal{P}_{l h}(A), \mathcal{P}_{l h}(1)\right\rangle_{E, N_{h}}=\left\langle A, \mathcal{P}_{h l}\left(\mathcal{P}_{l h}(1)\right)\right\rangle_{E, N_{l}}=\langle A, 1\rangle_{E, N_{l}}, \tag{82}
\end{equation*}
$$

which is useful for proving that the scheme is conservative [28]. However, (80) and (81) are not invertible. That is $\mathcal{P}_{h l} \mathcal{P}_{l h} \neq$ $\mathcal{I}_{h}$ and $\mathcal{P}_{l h} \mathcal{P}_{h l} \neq \mathcal{I}_{l}$. This means that when a polynomial $A \in \mathbb{P}^{N_{l}}$ from the lower space is projected to the mortar, it is not recovered by using the restriction operator,

$$
\begin{equation*}
\mathcal{P}_{h l}\left(\mathcal{P}_{l h}(A)\right) \neq A \tag{83}
\end{equation*}
$$

The only exception to (83) is for any constant function, $\mathcal{P}_{h l}\left(\mathcal{P}_{l h}(k)\right)=k$.

### 3.3.2. Inviscid fluxes: entropy conserving central fluxes

Initially, we introduce the central numerical fluxes for the p-non-conforming interfaces which will lead to an entropy conserving approximation. Without loss of generality, we consider the inter-element face with orders $N_{l}<N_{h}$. For the inviscid conservative vector fluxes, we transform the contravariant fluxes from the lower order to the higher order element and then we take their difference (since the normal vectors are opposite) and thus (76) becomes

$$
\begin{align*}
& \left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star} \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}=\left(\frac{\stackrel{\leftrightarrow}{\mathbf{F}}_{e, h}+\mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e, l}\right)}{2}\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h},  \tag{84}\\
& \left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star} \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{l}=-\mathcal{P}_{h l}\left(\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star}\right) \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h} .
\end{align*}
$$

The non-conservative scalar fluxes are computed on the higher order element and then transferred to the lower order element through the restriction operator,

$$
\begin{align*}
\left(\sum_{m=1}^{5}\left(\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h} & =\sum_{m=1}^{5}\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m, h}\left(\frac{W_{m, h}+\mathcal{P}_{l h}\left(W_{m, l}\right)}{2}-W_{m, h}\right)\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h} \\
& =\sum_{m=1}^{5} \stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m, h} \frac{\left(\mathcal{P}_{l h}\left(W_{m, l}\right)-W_{m, h}\right)}{2} \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}  \tag{85}\\
\left(\sum_{m=1}^{5}\left(\left(\stackrel{\rightharpoonup}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m}\right) \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{l} & =\sum_{m=1}^{5} \stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m, l} \cdot \mathcal{P}_{h l}\left(\frac{\left(\mathcal{P}_{l h}\left(W_{m, l}\right)-W_{m, h}\right)}{2}|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right)
\end{align*}
$$

In (84) and (85), $|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}$ and $|\mathcal{J a}|^{l} \vec{n}^{l}$ are the (scaled) normal vectors at the face, and they are constructed to satisfy $|\mathcal{J} \vec{a}|^{h \vec{n}^{h}}=-|\mathcal{J} \vec{a}|^{l} \vec{n}^{l}=-\mathcal{P}_{l h}\left(|\mathcal{J} \vec{a}|^{l} \vec{n}^{l}\right)$ (Condition (F)).

### 3.3.3. Viscous and chemical potential fluxes: Bassi-Rebay 1 (BR1) method

For the viscous fluxes and the chemical potential we use the Bassi-Rebay 1 (BR1) scheme [71] and we include an additional dissipation term to add interface stabilization. On a similar fashion to the inviscid fluxes, with the use of the mortar method, we get the viscous scalar fluxes,

$$
\begin{align*}
& \left(\left(\mathbf{W}^{\star}-\mathbf{W}\right)|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}=\left(\frac{\mathbf{W}_{h}+\mathcal{P}_{l h}\left(\mathbf{W}_{l}\right)}{2}-\mathbf{W}_{h}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}=\frac{1}{2}\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}\right)-\mathbf{W}_{h}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h},  \tag{86}\\
& \left(\left(\mathbf{W}^{\star}-\mathbf{W}\right)|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{l}=\mathcal{P}_{h l}\left(\left(\mathbf{W}^{\star}-\mathbf{W}\right)|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}
\end{align*}
$$

and the Cahn-Hilliard scalar fluxes,

$$
\begin{align*}
& \left(\left(C^{\star}-C\right)|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}=\left(\frac{C_{h}+\mathcal{P}_{l h}\left(C_{l}\right)}{2}-C_{h}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}=\frac{1}{2}\left(\mathcal{P}_{l h}\left(C_{l}\right)-C_{h}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h},  \tag{87}\\
& \left(\left(C^{\star}-C\right)|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{l}=\mathcal{P}_{h l}\left(\left(C^{\star}-C\right)|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}
\end{align*}
$$

Similarly, we use the viscous vector fluxes,

$$
\begin{align*}
& \tilde{\overrightarrow{\mathbf{F}}}_{v, h}^{\star} \cdot \hat{n}=\frac{1}{2}|\overrightarrow{\mathcal{J}}|^{h \vec{n}^{h}} \cdot\left(\overleftrightarrow{\mathbf{F}}_{v, h}+\mathcal{P}_{l h}\left(\stackrel{( }{\mathbf{F}}_{v, l}\right)\right)+\beta|\mathcal{J} \vec{a}|^{h}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right), \\
& \tilde{\mathbf{F}}_{v, l}^{\star} \cdot \hat{n}=-\mathcal{P}_{h l}\left(\overrightarrow{\tilde{F}}_{h}^{\star} \cdot \hat{n}\right), \tag{88}
\end{align*}
$$

and the Cahn-Hilliard vector fluxes,

$$
\begin{align*}
& \tilde{\vec{G}}_{c, h}^{\star} \cdot \hat{n}=\left.\frac{1}{2}\left|\vec{J} \vec{a}^{h} \vec{n}^{h} \cdot\left(\vec{G}_{c, h}+\mathcal{P}_{l h}\left(\vec{G}_{c, l}\right)\right)+\beta\right| \mathcal{J} \vec{a}\right|^{h}\left(C_{h}-\mathcal{P}_{l h}\left(C_{l}\right)\right), \\
& \tilde{\vec{G}}_{c, l}^{\star} \cdot \hat{n}=-\mathcal{P}_{h l}\left(\tilde{\vec{G}}_{c, h}^{\star} \cdot \hat{n}\right), \tag{89}
\end{align*}
$$

where $\beta$ is the penalty parameter computed in this work following [74,7],

$$
\begin{equation*}
\beta=\kappa_{\beta} \frac{N_{h}\left(N_{h}+1\right)}{2}\left|\mathcal{J}_{f}\right|\left\lfloor\mathcal{J}^{-1}\right\}, \tag{90}
\end{equation*}
$$

with $\kappa_{\beta}$ a dimensionless free parameter (in this work we only use $\kappa_{\beta}=0$ to disable interface stabilization, and $\kappa_{\beta}=1$ to enable interface stabilization) and $\vec{n}_{L}$ is the outward normal vector to the left element. In (90) $N_{h}$ is the polynomial order of the higher order element, $\left|\mathcal{J}_{f}\right|$ is the surface Jacobian of the face, and $\left\{\mathcal{J}^{-1}\right\}$ is the average of the inverse of the Jacobians of left and right elements.

### 3.4. Boundary conditions

The final step to complete the scheme is the approximation of the boundary conditions. In this section, we describe the boundary conditions for the inviscid conservative and non-conservative fluxes as well as the viscous fluxes. Throughout this work, we consider free- and no-slip walls.

### 3.4.1. Inviscid flux

The inviscid numerical flux controls the normal velocity $\vec{u} \cdot \vec{n}=0$ for both free- and no-slip boundary conditions. The application of the boundary conditions is done by creating a mirrored ghost state $\mathbf{Q}_{n}^{e}$ and applying a p-conforming version of the fluxes (84) and (85),

$$
\mathbf{Q}_{n}^{i}=\left(\begin{array}{c}
C  \tag{91}\\
\sqrt{\rho} U_{n} \\
\sqrt{\rho} V_{t 1} \\
\sqrt{\rho} V_{t 2} \\
P
\end{array}\right), \quad \mathbf{Q}_{n}^{e}=\left(\begin{array}{c}
C \\
-\sqrt{\rho} U_{n} \\
\sqrt{\rho} V_{t 1} \\
\sqrt{\rho} V_{t 2} \\
P
\end{array}\right) .
$$

The numerical (76) and diamond (78) central fluxes for (91) are,

$$
\overleftrightarrow{\mathbf{F}}_{e}^{\star} \cdot \vec{n}=\underline{\mathbf{T}}^{T}\left(\begin{array}{c}
0  \tag{92}\\
\frac{1}{2} \rho U_{n}^{2}+P \\
0 \\
0 \\
0
\end{array}\right), \quad \sum_{m=1}^{5}\left(\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond} \cdot \vec{n}=\underline{\mathbf{T}}^{T}\left(\begin{array}{c}
0 \\
C \mu \\
\frac{1}{2} \rho U_{n} V_{t 1} \\
\frac{1}{2} \rho U_{n} V_{t 2} \\
0
\end{array}\right) .
$$

### 3.4.2. Viscous and Cahn-Hilliard fluxes

For the free-slip wall boundary condition, we impose zero normal stress $\boldsymbol{S} \cdot \vec{n}=0$ (Neumann), whereas for the noslip wall boundary condition, we impose zero velocity $\vec{u}=0$ (Dirichlet). The concentration, concentration gradient, entropy variables, and viscous fluxes at the boundaries are:

1. Free-slip wall boundary condition.

$$
\begin{equation*}
C^{\star}=C, \quad \vec{G}_{c}^{\star}=g^{\prime}(C), \mathbf{W}^{\star}=\mathbf{W}, \stackrel{\rightharpoonup}{\mathbf{F}}_{v}^{\star} \cdot \vec{n}=0 . \tag{93}
\end{equation*}
$$



Fig. 1. Visualisation of the methods used to perform p-adaptation for multiphase flow applications in this paper.
2. No-slip wall boundary condition.

$$
C^{\star}=C, \quad \vec{G}_{c}^{\star}=g^{\prime}(C), \quad \mathbf{W}^{\star}=(\mu, 0,0,0, P), \quad \stackrel{\mathbf{F}}{v}_{\star} \cdot \vec{n}=\left(\begin{array}{c}
0  \tag{94}\\
2 \eta \mathcal{S} \\
0
\end{array}\right) \cdot \vec{n}
$$

## 4. Adaptation methodology

In this section we introduce the polynomial order adaptation methodology for the iNS/CH system. When performing multiphase flow simulations, an important requirement is to resolve properly the interface region between the two phases. Through this work, we seek to exploit the flexibility of the DGSEM and perform the local refinement through p-adaptation as an alternative to h -adaptation which has been covered in previous works [36,43,37]. In many occasions, such as in the numerical cases presented in Section 6, the resolution required to resolve the interface region and the resolution required for the rest of the domain vary. Therefore, to make the simulations more efficient and achieve savings in computational time, we reduce the total degrees of freedom by locally refining the interface region.

The indicator used to perform p-adaptation is based on the knowledge of the location of the interface as the phase field parameter $\phi$ ranges from $0.1<\phi<0.9$ within this region, a choice which is usual in diffuse interface literature [75]. A visualization of how the elements are refined according to the position of the interface is given in Fig. 1a. If an element is marked for refinement, then it is refined to a user-specified polynomial order in all directions, whereas elements that do not contain any part of the interface are coarsened also to a user-specified order. An additional step, which extends the work presented in [8], is that the convection term of the Cahn-Hilliard equation is used to predict the movement of the interface across elements. Specifically, we calculate the normal velocity to each element's face for each nodal point and by multiplying with the timestep we derive an estimation for the movement of the interface before marching in time. Then, when the interface crosses to a non-refined element, the polynomial order across the domain is adapted. This is an improvement from the work presented in [8], where the adaptation interval was a user-specified parameter. An example of this extension is given in Fig. 1b.

In this work, we use the operator $\mathcal{P}_{P N}(79)$ to perform an $\mathrm{L}^{2}$ projection from order $P$ to order $N$ as presented in [63],

$$
\begin{equation*}
\left(\Phi^{N}\right)=\mathcal{P}_{P N}\left(\Phi^{P}\right) \tag{95}
\end{equation*}
$$

For interpolation we use the operator (80) and for restriction the operator (81).
This method is effective since the interface of the Cahn-Hilliard equation involves a single constant scalar. Higher order methods such as discontinuous Galerkin allow to change the resolution to an arbitrary order without the need to alter the mesh. In addition, for phase field simulations, the target is to have a sufficient number of solution points within the interface to capture it appropriately. For other discretization methods, this number is defined to be at least 5 points within this region [76], while some researchers prefer a number close to 10 [77,78]. Therefore, since we have a priori knowledge of the element size and the interface width parameter, the user can specify the polynomial order to achieve the desired
value of points within the interface. The advantage over similar marker methods used for AMR approaches is that it does not require a rigorous tuning of parameters such as in [42,79,80]. An additional refinement indicator for the Navier-Stokes equations could be combined with the aforementioned criterion to refine the flow locally to other features outside the interface, but this is beyond the scope of this work.

## 5. Semi-discrete stability analysis

The steps for the semi-discrete stability are given in [9,10]. The difference between the p -conforming and the p -non-conforming versions of the scheme arises in the interior boundary terms and their special treatment with the inclusion of the mortar method. The rest of the volume and boundary terms follow the same methodology as they are not affected by the inter-element connectivity. The analysis is semi-discrete since we assume exactness of the approximation in time.

Through this analysis, we prove that the spatial discretization (72) mimics the continuous entropy conservation law (38). We also omit the effect of lower order source terms $(\mathbf{S}=0)$.

The detailed analysis of [10] is also summarised here in Appendix A.1. The analysis begins with the test functions, which are chosen to be $\boldsymbol{\varphi}_{q}=\mathbf{W}, \overleftrightarrow{\boldsymbol{\varphi}}_{g}=\overleftrightarrow{\mathbf{F}}_{v}, \varphi_{\mu}=C_{t}, \vec{\varphi}_{c}=\frac{3}{2} \sigma \varepsilon \vec{G}_{c}$ and the combination of (72a) and (72b), and that of (72c) with (72d), to obtain (96a) and (96b) accordingly,

$$
\begin{align*}
\left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \mathbf{W}\right\rangle_{E, N} & +\int_{\partial e, N} \mathbf{W}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star}-\stackrel{\leftrightarrow}{\mathbf{F}}_{e}+\sum_{m=1}^{5}\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot \vec{n} \mathrm{~d} S \\
& +\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\rightharpoonup}{\mathbf{F}}_{e}\right\rangle_{E, N}+\sum_{m=1}^{5}\left\langle\mathbf{W}, \stackrel{\tilde{\boldsymbol{\Phi}}}{m} \cdot \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N} \\
= & \int_{\partial e, N}\left(\mathbf{W}^{T} \stackrel{\rightharpoonup}{\mathbf{F}}_{v}^{\star}+\mathbf{W}^{\star, T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}-\mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right) \cdot \vec{n} \mathrm{~d} S-\left\langle\mathcal{J} \stackrel{\leftrightarrow}{\mathbf{G}}, \stackrel{\rightharpoonup}{\mathbf{F}}_{v}\right\rangle_{E, N}  \tag{96a}\\
\left\langle\mathcal{J} \mu, C_{t}\right\rangle_{E, N}= & \left\langle\mathcal{J} F_{0}^{\prime}, C_{t}\right\rangle_{E, N}+\frac{3}{2} \sigma \varepsilon\left\langle\mathcal{J} \vec{G}_{c, t}, \vec{G}_{c}\right\rangle_{E, N} \\
& -\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S . \tag{96b}
\end{align*}
$$

This merges four equations into two.
We first study the time derivative terms of (96a) and (96b) which are transformed to [10]

$$
\begin{equation*}
\left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \mathbf{W}\right\rangle_{E, N}=\left\langle\mathcal{J} \mathcal{E}_{t}, 1\right\rangle_{E, N}-\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S \tag{97}
\end{equation*}
$$

Eq. (97) is the discrete version of (35). As a result, we get the discrete version of (35) for the entropy function,

$$
\begin{equation*}
\mathcal{E}=\mathcal{F}+\mathcal{K}+\mathcal{E}_{\mathrm{AC}}=F_{0}+\frac{3}{4} \sigma \varepsilon\left|\vec{G}_{c}\right|^{2}+\frac{1}{2} \rho V_{\text {tot }}^{2}+\frac{P^{2}}{2 \rho_{0} c_{0}^{2}} \tag{98}
\end{equation*}
$$

and for the time entropy flux $\vec{F}_{t}^{\mathcal{E}}$, which appears as the argument of the surface integral in (97).
The contraction of the inviscid volume terms into a boundary entropy flux holds discretely as in the continuous analysis (27), as shown in [10]. Using properties (29) and (30) we show that

$$
\begin{equation*}
\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\mathbf{F}}}{e}\right\rangle_{E, N}+\sum_{m=1}^{5}\left\langle\mathbf{W}, \stackrel{\tilde{\boldsymbol{\Phi}}}{m} \cdot \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N}=\int_{\partial e, N} \vec{F} \mathcal{E} \cdot \vec{n} \mathrm{~d} S \tag{99}
\end{equation*}
$$

Analogously to (28), viscous volume terms are dissipative if

$$
\begin{equation*}
\left\langle\mathcal{J} \overleftrightarrow{\mathbf{G}}, \overleftrightarrow{\mathbf{F}}_{v}(\stackrel{\leftrightarrow}{\mathbf{G}})\right\rangle_{E, N} \geqslant 0 \tag{100}
\end{equation*}
$$

So we have shown that the discrete volume terms mimic the continuous entropy analysis for the volume terms. The rest of the proof focuses on the boundary terms and the incorporation of the mortar method to show that the proposed scheme maintains the entropy-stability characteristics when transitioning to p-non-conforming grids.

### 5.1. Boundary terms

The p-non-conformity of the internal elements interfaces affects the entropy analysis for the boundary terms. In this section, we will present in detail the entropy analysis with the incorporation of the mortar method. The first step is to consider all elements of the domain by updating (96) with (97), (99), and (100), and summing over all elements deriving

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\mathcal{E}}}{\mathrm{~d} t}+\mathrm{IBT}+\mathrm{PBT}=-\left\langle\mathcal{J} \stackrel{\leftrightarrow}{\mathbf{G}}, \stackrel{\rightharpoonup}{\mathbf{F}}_{v}(\stackrel{\leftrightarrow}{\mathbf{G}})\right\rangle_{E, N} \tag{101}
\end{equation*}
$$

where $\overline{\mathcal{E}}$ is the total entropy,

$$
\begin{equation*}
\overline{\mathcal{E}}=\sum_{e}\langle\mathcal{J E}, 1\rangle_{E, N} \tag{102}
\end{equation*}
$$

IBT is the contribution from interior faces,

$$
\begin{align*}
& \mathrm{IBT}=\mathrm{IBT}_{e}+\mathrm{IBT}_{v}+\mathrm{IBT}_{c h} \\
& =-\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(\mathbf{W}_{l}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star} \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{l}+\left(\left(\sum_{m=1}^{5}\left(\stackrel{\boldsymbol{\Phi}}{m} W_{m}\right)^{\diamond}-\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{l}\right) \mathrm{d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(\mathbf{W}_{h}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star} \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}+\left(\left(\sum_{m=1}^{5}\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}\right) \mathrm{d} S_{\xi} \\
& +\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(\mathbf{W}_{l}^{T} \tilde{\stackrel{\rightharpoonup}{\mathbf{F}}}_{v, l}^{\star} \cdot \hat{n}_{l}+\left(\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{l} \cdot \overleftrightarrow{\mathbf{F}}_{v, l}\right) \mathrm{d} S_{\xi}  \tag{103}\\
& +\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(\mathbf{W}_{l}^{T} \tilde{\stackrel{\rightharpoonup}{\mathbf{F}}}_{v, h}^{\star} \cdot \hat{n}_{h}+\left(\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)|\mathcal{J a}| \vec{n}\right)_{h} \cdot \stackrel{\leftrightarrow}{\mathbf{F}}_{v, h}\right) \mathrm{d} S_{\xi} \\
& +\frac{3}{2} \sigma \varepsilon \sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(C_{t, l} \tilde{\vec{G}}_{c, l}^{\star} \cdot \hat{n}_{l}+\left(\left(C_{t}^{\star}-C_{t}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{l} \vec{G}_{c, l}\right) \mathrm{d} S_{\xi} \\
& +\frac{3}{2} \sigma \varepsilon \sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(C_{t, h} \tilde{\vec{G}}_{c, h}^{\star} \cdot \hat{n}_{h}+\left(\left(C_{t}^{\star}-C_{t}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{h} \vec{G}_{c, h}\right) \mathrm{d} S_{\xi},
\end{align*}
$$

where we used the entropy flux definition (30) to reduce the number of terms. In Section 5.1.1, we prove the stability of the scheme for general interface comprised of faces with different polynomial orders $N_{l} \leq N_{h}$. Finally, PBT is the contribution from physical boundary faces and follows the same analysis of [10] as the ghost state is approximated with the same polynomial order as the external face,

$$
\begin{align*}
\mathrm{PBT}= & \mathrm{PBT}_{e}+\mathrm{PBT}_{v}+\mathrm{PBT}_{c h} \\
= & \sum_{\begin{array}{c}
\text { boundary } \\
\text { faces }
\end{array}} \int_{f, N}\left(\mathbf{W}^{T} \overleftrightarrow{\mathbf{F}}_{e}^{\star}+\sum_{m=1}^{5} \mathbf{W}^{T}\left(\left(\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right)\right) \cdot \vec{n} \mathrm{~d} S \\
& -\sum_{\begin{array}{c}
\text { boundary } \\
\text { faces }
\end{array}} \int_{f, N}\left(\mathbf{W}^{T}\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{v}^{\star}-\stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right)+\mathbf{W}^{\star, T} \stackrel{\mathbf{F}}{v}\right) \cdot \vec{n} \mathrm{~d} S  \tag{104}\\
& -\frac{3}{2} \sigma \varepsilon \sum_{\begin{array}{c}
\text { boundary } \\
\text { faces }
\end{array}} \int_{f, N}\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S .
\end{align*}
$$

### 5.1.1. Inviscid interior boundary terms

We present the stability analysis of the inviscid interior p-non-conforming boundary terms with the central fluxes for the conservative numerical (76) and non-conservative diamond fluxes (78). We start with the first two terms of (103)

$$
\begin{align*}
& \mathrm{IBT}=-\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(\mathbf{w}_{l}^{T}\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{e}^{\star} \cdot|\mathcal{J} \overrightarrow{\mathfrak{a}}|^{i} \vec{n}^{i}\right)_{l}+\left(\sum_{m=1}^{5}\left(\left(\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m}\right)^{\diamond}-\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m}\right) \cdot|\overrightarrow{\mathcal{J}}|^{i} \vec{n}^{i}\right)\right) \mathrm{d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(\mathbf{W}_{h}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star} \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}+\left(\sum_{m=1}^{5}\left(\left(\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m}\right)^{\diamond}-\stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} W_{m}\right) \cdot|\mathcal{J} \vec{a}|^{i} \vec{n}^{i}\right)_{h}\right) \mathrm{d} S_{\xi},  \tag{105}\\
& =T 1+T 2
\end{align*}
$$

and replace with the expressions for the inter-element fluxes (84) and (85), which have been constructed using the watertight mesh condition (Condition (F)) to ensure that the (scaled) normal vectors at the faces satisfy $|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}=-|\mathcal{J} \vec{a}|^{l} \vec{n}^{l}=$ $-\mathcal{P}_{\ln h}\left(\left.|\mathcal{J}|\right|^{\prime} \vec{n}^{\prime}\right)$.

The conservative terms of (105) become

$$
\begin{align*}
T 1 & =\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(\mathbf{w}_{l}^{T} \frac{\mathcal{P}_{h l}\left(\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{e, h}+\mathcal{P}_{l h}\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{e, l}\right)\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right)}{2}\right) \mathrm{d} S_{\xi}  \tag{106}\\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(\mathbf{w}_{h}^{T} \frac{\left(\stackrel{\mathbf{F}}{e, h}+\mathcal{P}_{l h}\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{e, l}\right)\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}}{2}\right) \mathrm{d} S_{\xi .} .
\end{align*}
$$

We now apply property (29) on each term of (106),

$$
\begin{equation*}
\mathbf{W}_{l}^{T} \mathcal{P}_{h l}\left(\overleftrightarrow{\mathbf{F}}_{e, h}\right)=\sum_{m=1}^{5} W_{m, l} \mathcal{P}_{h l}\left(\mathbf{e}_{m}^{T} \overleftrightarrow{\mathbf{F}}_{e}\right)=\sum_{m=1}^{5} \mathcal{P}_{h l}\left(\mathbf{W}_{h}^{T} \stackrel{\boldsymbol{\Phi}}{m, h}\right) W_{m, l} . \tag{107}
\end{equation*}
$$

Then (106) is transformed to

$$
\begin{align*}
& T 1=\sum_{\substack{\text { interior } \\
\text { faces }}} \sum_{m=1}^{5} \int_{f, N_{l}} \frac{1}{2} W_{m, l} \mathcal{P}_{h l}\left(\mathbf{W}_{h}^{T} \overleftrightarrow{\boldsymbol{\Phi}}_{m, h} \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi} \\
& +\sum_{\substack{\text { interior } \\
\text { faces }}} \sum_{m=1}^{5} \int_{f, N_{l}} \frac{1}{2} W_{m, l} \mathcal{P}_{h l}\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, l}\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi}  \tag{108}\\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \sum_{m=1}^{5} \int_{f, N_{h}} \frac{1}{2} W_{m, h} \mathbf{W}_{h}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, h} \cdot|\overrightarrow{\mathcal{J}}|^{h} \vec{n}^{h} \mathrm{~d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \sum_{m=1}^{5} \int_{f, N_{h}} \frac{1}{2} W_{m, h} \mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, l}\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h} \mathrm{~d} S_{\xi} .
\end{align*}
$$

For the non-conservative terms of (105) we substitute the inter-element fluxes (85)

$$
\begin{align*}
& T 2=-\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(\sum_{m=1}^{5} \mathbf{W}_{l}^{T} \stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m, l} \cdot \mathcal{P}_{h l}\left(\frac{\left(\mathcal{P}_{l h}\left(W_{m, l}\right)-W_{m, h}\right)}{2}|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right)\right) \mathrm{d} S_{\xi}  \tag{109}\\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(\sum_{m=1}^{5} \mathbf{W}_{h}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, h} \frac{\left(\mathcal{P}_{l h}\left(W_{m, l}\right)-W_{m, h}\right)}{2} \cdot|\mathcal{J} \overrightarrow{\mathfrak{a}}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi} .
\end{align*}
$$

Re-arranging (109) we get the following terms

$$
\begin{align*}
T 2 & =\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{l}}\left(\sum_{m=1}^{5} \mathbf{w}_{l}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, l} \cdot \mathcal{P}_{h l}\left(W_{m, h}|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right)\right) \mathrm{d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{l}}\left(\sum_{m=1}^{5} \mathbf{W}_{l}^{T} \overleftrightarrow{\boldsymbol{\Phi}}_{m, l} \cdot \mathcal{P}_{h l}\left(\mathcal{P}_{l h}\left(W_{m, l}\right)|\vec{J} \vec{a}|^{h} \vec{n}^{h}\right)\right) \mathrm{d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{h}}\left(\sum_{m=1}^{5} \mathbf{W}_{h}^{T} \stackrel{\rightharpoonup}{\boldsymbol{\Phi}}_{m, h} \mathcal{P}_{l h}\left(W_{m, l}\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi}  \tag{110}\\
& +\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{h}}\left(\sum_{m=1}^{5} \mathbf{W}_{h}^{T} \stackrel{\rightharpoonup}{\boldsymbol{\Phi}}_{m, h} W_{m, h} \cdot|\mathcal{J}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi} .
\end{align*}
$$

We apply property (79) to the first, and third term, and we do it twice on the second term of (110) to obtain

$$
\begin{align*}
T 2 & =\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{h}}\left(\sum_{m=1}^{5} \mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, l}\right) W_{m, h} \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{l}}\left(\sum_{m=1}^{5} W_{m, l} \mathcal{P}_{h l}\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T} \stackrel{\mathbf{\Phi}}{m, l}\right) \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right)\right) \mathrm{d} S_{\xi} \\
& -\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{l}}\left(\sum_{m=1}^{5} W_{m, l} \mathcal{P}_{h l}\left(\mathbf{W}_{h}^{T} \stackrel{\Phi}{\boldsymbol{\Phi}}_{m, h} \cdot|\vec{J} \vec{a}|^{h} \vec{n}^{h}\right)\right) \mathrm{d} S_{\xi}  \tag{111}\\
& +\sum_{\substack{\text { interior } \\
\text { faces }}} \frac{1}{2} \int_{f, N_{h}}\left(\sum_{m=1}^{5} \mathbf{W}_{h}^{T} \stackrel{\rightharpoonup}{\boldsymbol{\Phi}}_{m, h} W_{m, h} \cdot|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \mathrm{d} S_{\xi} .
\end{align*}
$$

The expressions (108) and (111) contain the same terms but with opposite signs. So when we sum them to construct the original stability equation (105) we find that inviscid interior boundaries exactly satisfy $\mathrm{IBT}_{e}=0$. The inviscid interior boundary contribution to the entropy equation is identically zero, i.e. the interface approximation for the p-non-conforming entropy fluxes is entropy conserving.

### 5.1.2. Viscous and Cahn-Hilliard interior terms: Bassi-Rebay 1 method

In this part of the paper, we prove that the p-non-conforming treatment of the BR1 cancels the boundary integrals and the additional interface stabilization terms are dissipative. The derivation for the viscous part follows the work in [8] and the derivation for free-energy stability for the p-adaptive Cahn-Hilliard equation. The entropy analysis for the viscous terms of the Navier-Stokes equation starts by taking two neighbouring faces with polynomial orders $N_{h}, N_{l}$ with $N_{l} \leq N_{h}$.

$$
\begin{align*}
\mathrm{IBT}_{v} & =\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(\mathbf{W}_{l}^{T} \tilde{\tilde{\mathbf{F}}}_{v, l}^{\star} \cdot \hat{n}_{l}+\left(\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{l} \cdot \stackrel{\mathbf{F}}{v, l}\right) \mathrm{d} S_{\xi} \\
& +\sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(\mathbf{w}_{l}^{T \tilde{\mathbf{F}}_{v, h}^{\star}} \cdot \hat{n}_{h}+\left(\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{h} \cdot \stackrel{\rightharpoonup}{v}_{v, h}\right) \mathrm{d} S_{\xi} . \tag{112}
\end{align*}
$$

The following step is to replace the fluxes in (112) with (86) and (88),

$$
\begin{align*}
& \left(\left(\mathbf{W}^{\star}, T-\mathbf{W}^{T}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{l} \cdot \stackrel{\mathbf{F}}{l}^{l}+\mathbf{W}_{l}^{T} \stackrel{\tilde{\mathbf{F}_{l}^{\star}}}{\tilde{n}} \hat{n}_{h}= \\
& { }_{1}^{1} \mathcal{P}_{h l}\left(\left(\mathcal{P}_{\text {lh }}\left(\mathbf{W}_{l}^{T}\right)-\mathbf{W}_{h}^{T}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \cdot \overleftrightarrow{\mathbf{F}}_{l} \\
& -\mathbf{W}_{l}^{T} \mathcal{P}_{h l}\left(\frac{1}{2}|\overrightarrow{\mathcal{J}}|^{h \vec{n}^{h}} \cdot\left(\stackrel{\mathbf{F}}{h}^{h}+\mathcal{P}_{l h}\left(\overleftrightarrow{\mathbf{F}}_{l}\right)\right)+\beta|\mathcal{J} \vec{a}|^{h} \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right) . \tag{113}
\end{align*}
$$

$$
\begin{align*}
&\left(\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{h} \cdot \stackrel{\leftrightarrow}{\mathbf{F}}_{h}+\mathbf{W}_{h}^{T} \tilde{\mathbf{F}}_{h}^{\star} \cdot \hat{n}_{l}= \\
& \frac{1}{2}\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right)-\mathbf{W}_{h}^{T}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h} \cdot \stackrel{\leftrightarrow}{\mathbf{F}}_{h} \\
&+\mathbf{W}_{h}^{T} \frac{1}{2}|\mathcal{J} \vec{a}|^{h} \vec{n}^{h} \cdot\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{h}+\mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{l}\right)\right)+\beta \mathbf{W}_{h}^{T}|\mathcal{J} \overrightarrow{\mathrm{a}}|^{h} \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right) \\
&=\frac{1}{2}|\mathcal{J} \vec{a}|^{h}\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right) \stackrel{\leftrightarrow}{\mathbf{F}}_{h}+\mathbf{W}_{h}^{T} \mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{l}\right)\right) \cdot \vec{n}^{h}+\beta\left|\overrightarrow{\mathcal{J}}^{h}\right|^{h} \mathbf{W}_{h}^{T} \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right) \tag{114}
\end{align*}
$$

We then apply property (79) to the second term in (113),

$$
\begin{align*}
& \int_{f, N_{l}}\left(\frac{1}{2} \mathcal{P}_{h l}\left(\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right)-\mathbf{W}_{h}^{T}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \cdot \stackrel{\mathbf{F}}{l}\right. \\
& \left.-\mathbf{W}_{l}^{T} \mathcal{P}_{h l}\left(\frac{1}{2}|\mathcal{J} \vec{a}|^{h \vec{n}^{h}} \cdot\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{h}+\mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{l}\right)\right)+\beta|\mathcal{J} \vec{a}|^{h} \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right)\right) \mathrm{d} S_{\xi} \\
& =\int_{f, N_{h}}\left(\frac{1}{2}\left(\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right)-\mathbf{W}_{h}^{T}\right)|\mathcal{J} \vec{a}|^{h} \vec{n}^{h}\right) \cdot \mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{l}\right)\right.  \tag{115}\\
& \left.-\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right)\left(\frac{1}{2}|\mathcal{J} \vec{a}|^{h \vec{n}^{h}} \cdot\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{h}+\mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{l}\right)\right)+\beta|\mathcal{J} \vec{a}|^{h} \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right)\right) \mathrm{d} S_{\xi} \\
& =-\int_{f, N_{h}}\left(\frac{1}{2}|\mathcal{J} \vec{a}|^{h}\left(\mathbf{W}_{h}^{T} \mathcal{P}_{l h}\left(\stackrel{\leftrightarrow}{\mathbf{F}_{l}}\right)+\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right) \stackrel{\leftrightarrow}{\mathbf{F}}_{h}\right) \cdot \vec{n}^{h}+\beta|\mathcal{J} \vec{a}|^{h} \mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right) \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right) \mathrm{d} S_{\xi} .
\end{align*}
$$

We add the contributions from (114) and we show that the viscous terms are dissipative, with the dissipation being proportional to the square of the interface jump and the penalty parameter,

$$
\begin{align*}
& +\int_{f, N_{h}}\left(\frac{1}{2}|\mathcal{J}|^{h}\left(\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right) \overleftrightarrow{\mathbf{F}}_{h}+\mathbf{W}_{h}^{T} \mathcal{P}_{l h}\left(\overleftrightarrow{\mathbf{F}}_{l}\right)\right) \cdot \vec{n}^{h}+\beta|\mathcal{J} \vec{a}|^{h} \mathbf{W}_{h}^{T} \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right) \mathrm{d} S_{\xi} \\
& -\int_{f, N_{h}}\left(\frac{1}{2}|\overrightarrow{\mathcal{J}}|^{h}\left(\mathbf{W}_{h}^{T} \mathcal{P}_{l h}\left(\overleftrightarrow{\mathbf{F}}_{l}\right)+\mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right) \stackrel{\mathbf{F}}{h}\right) \cdot \vec{n}^{h}+\beta|\mathcal{J} \vec{a}|^{h} \mathcal{P}_{l h}\left(\mathbf{W}_{l}^{T}\right) \mathbf{e}_{1}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right) \mathrm{d} S_{\xi}  \tag{116}\\
& =\beta \int_{f, N_{h}}|\overrightarrow{\mathcal{J}}|^{h}\left(\mu_{h}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)-\mathcal{P}_{l h}\left(\mu_{l}\right)\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)\right) \mathrm{d} S_{\xi} \\
& =\beta \int_{f, N_{h}}|\mathcal{J} \vec{a}|^{h}\left(\mu_{h}-\mathcal{P}_{l h}\left(\mu_{l}\right)\right)^{2} \mathrm{~d} S_{\xi} \geqslant 0,
\end{align*}
$$

where we have used $\mathbf{W}_{h}^{T} \mathbf{e}_{1}=\mu_{h}$ from the definition of the entropy variables (33). An analogous procedure is followed for the Cahn-Hilliard terms,

$$
\begin{align*}
\mathrm{IBT}_{c h} & =\frac{3}{2} \sigma \varepsilon \sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{l}}\left(c_{t, l} \tilde{\vec{G}}_{c, l}^{\star} \cdot \hat{n}_{l}+\left(\left(C_{t}^{\star}-C_{t}\right)|\mathcal{J} \vec{a}| \vec{n}\right)_{l} \vec{G}_{c, l}\right) \mathrm{d} S_{\xi} \\
& +\frac{3}{2} \sigma \varepsilon \sum_{\substack{\text { interior } \\
\text { faces }}} \int_{f, N_{h}}\left(c_{t, h} \tilde{\vec{G}}_{c, h}^{\star} \cdot \hat{n}_{h}+\left(\left(C_{t}^{\star}-C_{t}\right)|\vec{J} \overrightarrow{\mathfrak{a}}| \vec{n}\right)_{h} \vec{G}_{c, h}\right) \mathrm{d} S_{\xi}  \tag{117}\\
& =\frac{3}{4} \sigma \varepsilon \frac{\mathrm{~d}}{\mathrm{~d} t} \sum_{\substack{\text { interior } \\
\text { faces }}} \int|\overrightarrow{\mathcal{J}}|^{h} \beta\left(C_{h}-\mathcal{P}_{l h}\left(C_{l}\right)\right)^{2} \mathrm{~d} S_{\xi} \geqslant 0 .
\end{align*}
$$

When $\beta>0$, the integrals in $\mathrm{IBT}_{v}$ are positive (i.e. dissipative), and the integral in $\mathrm{IBT}_{c h}$, which is not positive per se because of the time derivative, will be added to the entropy, since the integral argument is positive.

### 5.1.3. Physical boundary terms: free- and no-slip walls

We now address the stability of physical wall boundary terms (104). For the inviscid fluxes $\mathrm{PBT}_{e}$, it remains the same as in the work of [10]. We use the entropy conserving approach with central fluxes (92),

$$
\begin{align*}
\mathrm{PBT}_{e} & =\sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N}\left(\mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star}+\sum_{m=1}^{5} \mathbf{W}^{T}\left(\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\overleftrightarrow{\boldsymbol{\Phi}}_{m} W_{m}\right)\right) \cdot \vec{n} \mathrm{~d} S  \tag{118}\\
& =\sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N}\left(U_{n}\left(\frac{1}{2} \rho U_{n}^{2}+P\right)+U_{n}\left(\mu C-\frac{1}{2} \rho U_{n}^{2}-\mu C\right)-P U_{n}\right) \mathrm{d} S=0
\end{align*}
$$

For the viscous terms, the free-slip wall boundary condition (93),

$$
\begin{align*}
\mathrm{PBT}_{v} & =-\sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N}\left(\mathbf{W}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{v}^{\star}-\stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right)+\mathbf{W}^{\star, T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right) \cdot \vec{n} \mathrm{~d} S \\
& =-\sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N}\left(\mathbf{W}^{T}\left(0-\stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right)+\mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right) \cdot \vec{n} \mathrm{~d} S=0 \tag{119}
\end{align*}
$$

and for the no-slip wall boundary condition (94),

$$
\begin{align*}
\mathrm{PBT}_{v} & =-\sum_{\substack{\text { boundary } \\
\text { facas }}} \int_{f, N}\left(\mathbf{W}^{T}\left(\stackrel{\rightharpoonup}{\mathbf{F}}_{v}^{*}-\stackrel{\mathbf{F}}{v}\right)+\mathbf{W}^{\star, T} \stackrel{\mathbf{F}}{v}\right) \cdot \vec{n} \mathrm{~d} S \\
& =-\sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N}\left(-\mu \vec{G}_{\mu}+\mu \vec{G}_{\mu}+\vec{U} \mathcal{S}-\vec{U} \mathcal{S}\right) \cdot \vec{n} \mathrm{~d} S=0, \tag{120}
\end{align*}
$$

are neutrally stable. Lastly, the Cahn-Hilliard physical boundary condition for both free- and no-slip walls (93)-(94) gives,

$$
\begin{align*}
\mathrm{PBT}_{c h} & =-\frac{3}{2} \sigma \varepsilon \sum_{\begin{array}{c}
\text { boundary } \\
\text { faces }
\end{array}} \int_{f, N}\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S \\
& =-\sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N}\left(-C_{t} f_{w}^{\prime}(C)+\frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}-C_{t} \vec{G}_{c}\right)\right) \cdot \vec{n} \mathrm{~d} S  \tag{121}\\
& =\frac{\mathrm{d}}{\mathrm{~d} t} \sum_{\substack{\text { boundary } \\
\text { faces }}} \int_{f, N} f_{w}(C) \mathrm{d} S
\end{align*}
$$

which represents the discrete version of the surface free-energy time derivative (42). Therefore the approximation of the physical boundary condition does not introduce any numerical dissipation.

### 5.2. Semi-discrete stability: summary

We constructed a p-non-conforming DG approximation of the $\mathrm{iNS} / \mathrm{CH}$ system (72) whose properties mimic the continuous stability analysis of Sec. 2.1 for its spatial discretization. The entropy has been extended to consider the interface stabilization in the viscous terms, such that the inter-element discontinuities for the Cahn-Hilliard equation are penalized. This allows the entropy to incorporate the discontinuities and keep their size bounded without affecting the accuracy of the solution $[9,10]$. The form of (72) with this choice of the inviscid numerical and diamond fluxes, the Cahn-Hilliard interface stabilization and the suitable boundary conditions leads to the discrete entropy plus the surface free-energy to remain bounded by the initial condition.

## 6. Numerical results

In this section we conduct three numerical experiments to showcase the capabilities of the numerical scheme. The first part comprises of a test for the entropy stability and mass conservation by marching the solution in time from a random initial condition and a test for freestream preservation. We verify that the scheme is conserving, entropy-stable and freestream preserving for Cartesian and general curvilinear meshes. The second case is that of a rising bubble. This test case is used to assess the accuracy of the scheme, establish that the interface tracking criterion is effective and quantify the benefits of the polynomial adaptation method. The third case is that of a breaking-dam, or the collapse of a column of liquid as referred in parts of the literature. For this test case, we compare the results obtained from this scheme against other numerical and experimental results.

Table 1
Physical parameters for the random initial condition test problem.

| $\rho_{1}$ | $\rho_{2}\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ | $\eta_{1}$ | $\eta_{2}(\mathrm{~Pa} \cdot \mathrm{~s})$ | $\varepsilon(\mathrm{m})$ | $t_{C H}(\mathrm{~s})$ | $c_{0}^{2}\left(\mathrm{~m} / \mathrm{s}^{2}\right)^{2}$ | $\sigma(\mathrm{~N} / \mathrm{m})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $10^{3}$ | 1.0 | $10^{-3}$ | $10^{-4}$ | $7.5 \cdot 10^{-1}$ | 10.0 | $10^{2}$ | 1.0 |



Fig. 2. Numerical results for the random initial condition test case for a total time of $t=4 \mathrm{~s}$.

### 6.1. Numerical verification

The aim of the following tests is to establish the stability, primary conservation and freestream preservation characteristics of the p-non-conforming scheme on curvilinear meshes. The baseline DGSEM has been validated in the work of [10]. We conduct a random initial condition test to verify the primary conservation and entropy-stability characteristics of the scheme and a freestream preservation test on a curvilinear mesh to verify that the conditions detailed in Section 3.2 are sufficient.

We use a random initial condition from the interval $[0,1]$ for the concentration and the interval $[-1,1] \mathrm{m} / \mathrm{s}$ for the velocities and $[-1,1]$ Pa for the pressure. The time marching is performed using a low-storage third order Runge-Kutta scheme with $\Delta t=10^{-7} \mathrm{~s}$. The parameters of the simulation are given in Table 1.

We perform two series of tests, one using a Cartesian mesh and one with a mesh containing curved elements. The curved mesh has a geometrical order of approximation of $N_{g e o}=2$ and its construction is detailed in Appendix B.1. Both meshes are discretized from $4 \times 4 \times 4$ elements defined in $\Omega=[0,1]^{3} \mathrm{~m}$. We also use periodic boundary conditions.

For the Cartesian mesh test case we use a random polynomial order for each element from the interval $N_{\text {Cartesian }} \in[2,5]$. The conditions for having a watertight mesh are satisfied by definition [65]. For the curved mesh we use a random polynomial order from the interval $N_{\text {curved }} \in[4,6]$ and since $N_{\text {geo }}=2$ the geometrical conditions for three-dimensional non-conforming elements detailed in Section 3.2 are satisfied. In both test cases the polynomial order of each element is updated in a random fashion every 1000 time steps.
In Fig. 2 we present the results obtained for the random initial condition test. In Fig. 2a we show that the scheme is primary quantity preserving for Cartesian and curved meshes, as we measure the total phase using

$$
\begin{equation*}
\text { Total phase error }=\int_{\Omega}(c-c(0)) \mathrm{d} \vec{x} \tag{122}
\end{equation*}
$$

The error of the total phase is of the order of $10^{-12}$. Also, in Fig. 2b we show the rate of change of entropy (97) for the Cartesian mesh. Initially it is negative and as the solution is smoothed it approaches a negative value close to zero. The same trend has been observed for the test on the curvilinear mesh. We present results for an entropy-conservative and the entropy-stable version of the scheme with additional interface dissipation. These results are in accordance with the work presented in [10] for the p -conforming version of the scheme.

To assess the freestream preservation characteristics of the scheme we use the curvilinear mesh from the random initial condition test. The polynomial order of each element is a random value from the interval $N_{\text {curved }} \in[4,6]$ which is updated every 1000 time steps in a random fashion. The initial condition is set to $(c, \sqrt{\rho} u, \sqrt{\rho} v, \sqrt{\rho} w, p)=(1,1,0,0,1)$. The solution is marched in time using the RK3 scheme with $\Delta t=10^{-7} \mathrm{~s}$ until a final time of $t=1 \mathrm{~s}$. To measure the error for a state variable $\psi$ we use the $\mathbb{L}^{2}$ norm which is computed as

Table 2
Results for the freestream preservation test.

|  | $\left\\|\psi_{t}(t=0)\right\\|_{\mathbb{L}^{2}}$ | $\\|\psi(t=1)-\psi(t=0)\\|_{\mathbb{L}^{2}}$ |
| :--- | :--- | :--- |
| $c$ | $2.029 \cdot 10^{-11}$ | $1.201 \cdot 10^{-14}$ |
| $\sqrt{\rho} u$ | $3.787 \cdot 10^{-13}$ | $1.286 \cdot 10^{-14}$ |
| $\sqrt{\rho} v$ | $3.793 \cdot 10^{-13}$ | $1.261 \cdot 10^{-14}$ |
| $\sqrt{\rho} w$ | $3.221 \cdot 10^{-13}$ | $1.301 \cdot 10^{-14}$ |
| $p$ | $1.098 \cdot 10^{-13}$ | $1.274 \cdot 10^{-14}$ |

Table 3
Physical parameters of the rising bubble test problem.

$$
\begin{align*}
& \begin{array}{lllllllll}
\hline \rho_{1} & \rho_{2}\left(\mathrm{~kg} / \mathrm{m}^{3}\right) & \eta_{1} & \eta_{2}(\mathrm{~Pa} \cdot \mathrm{~s}) & \varepsilon(\mathrm{m}) & t_{C H}(\mathrm{~s}) & c_{0}^{2}\left(\mathrm{~m} / \mathrm{s}^{2}\right)^{2} & \sigma(\mathrm{~N} / \mathrm{m}) & g\left(\mathrm{~m} / \mathrm{s}^{2}\right) \\
\hline 10^{3} 1.0 & 10.0 & 10^{-1} & 4 \cdot 10^{-2} & 10^{4} & 10^{3} & 19.6 \cdot 10^{-1} & 9.8 \cdot 10^{-1} \\
\hline & & & & & & \\
\\
\|\psi\|_{\mathbb{L}^{2}}=\sqrt{\sum_{e}\langle\mathcal{J} \psi, \psi\rangle_{E, N} .} & & & & & \\
\end{array}
\end{align*}
$$

The results obtained for the freestream preservation are summarized in Table 2. We present the $\mathbb{L}^{2}$ norm of the initial rate of change and the $\mathbb{L}^{2}$ norm of the error at a time instant of $t=1$ for each state variable. The results in Table 2 illustrate that the scheme is freestream preserving for a general curvilinear mesh if the conditions stated in Section 3.2 are satisfied.

### 6.2. Rising bubble

The rising bubble is a widespread benchmark test case used to assess the characteristics and accuracy of multiphase flow solvers. This test concerns surfacing of a bubble of light fluid that has been submerged within a heavier medium. The bubble is centred at $(0.5,0.5)$ and a diameter of 0.5 m . The initial condition is given by

$$
\begin{equation*}
c(x, y ; 0)=1-\frac{1}{2}\left(\tanh \left(-\frac{2(r-0.25)}{\varepsilon}\right)+1\right), r=\sqrt{(x-0.5)^{2}+(y-0.5)^{2}} . \tag{124}
\end{equation*}
$$

The domain is defined in $(x, y) \in[0,1] \times[0,2] \mathrm{m}^{2}$ and we use a Cartesian mesh with an element size of $h=2^{-4} \mathrm{~m}$. The boundary conditions in $\mathrm{x}=0$ and $\mathrm{x}=1$ are free-slip walls and no-slip walls in $\mathrm{y}=0$ and $\mathrm{y}=2$. The time marching is conducted using an explicit third order low-storage explicit Runge-Kutta scheme with a timestep of $\Delta t=7.2 \cdot 10^{-7} \mathrm{~s}$. The timestep remains constant and the CFL number remains close to 0.2 , similar to the analysis presented in [10].
The physical parameters of the simulation which have been derived from [81] and have been adapted for this scheme in [10] are presented in Table 3. In this work we focus only on test case 2 of [81] which is the most numerically challenging version of the rising bubble.

As presented in [10], with such a coarse grid it is necessary to use a high polynomial order of $N=10$ to resolve adequately the interface region and obtain the expected results. However, a polynomial order of $N=10$ is not required throughout the entire domain and thus we present results which have been derived using a polynomial order of $N_{\text {Coarse }} \in$ [2,5] for the elements situated outside the interface between the two phases.
The quantities of interest in this test case are the position of the centre of gravity $X_{c}$ of the bubble (the phase with $c=0$ ) as it emerges and the associated rising velocity $V_{c}$ of the centre of gravity. Those quantities are computed as

$$
\begin{equation*}
X_{c}=\frac{1}{A} \sum_{e}\langle\mathcal{J}(1-c), X\rangle_{E, N}, \quad V_{c}=\frac{1}{A} \sum_{e}\left\langle\mathcal{J}(1-c, U\rangle_{E, N}, \quad A=\sum_{e}\langle\mathcal{J}(1-c), 1\rangle_{E, N}\right. \tag{125}
\end{equation*}
$$

where $X$ is the vertical position, $U$ is the vertical velocity, $\mathcal{J}$ is the Jacobian and $A$ is the area of the phase with $c=0$.
The results for the rising bubble test case of this scheme with uniform polynomial order have been compared and validated against other methods for multiphase flow simulation [81,82] in [10]. We compare the results obtained using the dynamically adapted p -non-conforming and p -conforming entropy-stable versions of the scheme to show that the same accuracy can be achieved with lower computational cost. In Fig. 3a we present a comparison between the uniform and adapted solution for the location of the centre of gravity. The adaptation method does not incur any additional error and the adapted solution matches the p-conforming version of the scheme. This is also the case for the rise velocity results which are presented in Fig. 3b. The presence of the oscillations in Fig. 3b has also been discussed in [10] and it could be addressed by further increasing the artificial compressibility parameter. The variation of the degrees of freedom for each case is presented in Fig. 4. The lines for the different coarse polynomial order show a similar behaviour and the distinction lies in the number of degrees of freedom. The use of $N_{\text {Coarse }}=2$ is the most advantageous as it maintains the accuracy of the solution while it reduces the degrees of freedom.

The simulations have been conducted using two Intel Xeon Gold 6230 CPUs on a single node and parallelisation though 40 OpenMP threads. The details about initial, final and average degrees of freedom are presented in Table 4. In addition we


Fig. 3. Numerical results for the rising bubble test case for different coarse level polynomial order and comparison with the uniform polynomial order solution.


Fig. 4. Evolution of the degrees of freedom for the rising bubble test case for different coarse level polynomial order.

Table 4
Wall time and its percentage reduction for the rising bubble test case for the uniform and the adapted solutions.

|  | Uniform | Adapted $N_{\text {Coarse }}=2$ | Adapted $N_{\text {Coarse }}=5$ |
| :--- | :--- | :--- | :--- |
| Elapsed time (s) | 334,695 | $198,181(-41 \%)$ | $244,178(-27 \%)$ |
| Adaptation time $(\mathrm{s})$ | - | 10 | 28 |

present the wall time taken to reach a final time of $t=3$. All the numerical experiments presented (uniform, adapted) have been carried out using the same framework. As presented, the reduction in wall time does not scale as the reduction in the degrees of freedom. This can be attributed to the fact that the number of the interfaces of the elements does not change, the interpolation operation and the calculation of the mortars and due to the layout of the data. For the case of $N_{\text {Coarse }}=2$ the reduction is approximately $41 \%$.

A visualisation of the distribution of the polynomial order across the domain is presented in Fig. 5. The boundaries of the interface $(0.1 \leq c \leq 0.9)$ are depicted with a black continuous line.

### 6.3. Dam break

This is a classic test case for multiphase flow solvers which has been examined experimentally [83-85] and with numerous multiphase flow modelling methodologies [86-91]. In this numerical experiment we present only the results obtained with the p-non-conforming scheme and we provide an estimation of the cost for the conforming scheme due to limited computational resources. We follow the three-dimensional test case as described in [86,90]. A column of a heavier medium with length, width, and height $a$ is placed on the one side of a Cartesian domain with dimensions of $5 a \times 1.25 a \times 1 a$ and the rest of the domain is occupied by the lighter fluid. Then, under the influence of gravity the column of the heavier phase


Fig. 5. Distribution of polynomial order across the domain for the rising bubble test case and highlights the refinement around the interface region. In solid continuous black line we denote the boundaries of the interface ( $0.1 \leq c \leq 0.9$ ). (For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)

Table 5
Physical parameters for the dam breaking test case.

| $\rho_{1}$ | $\rho_{2}\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ | $\eta_{1}$ | $\eta_{2}(\mathrm{~Pa} \cdot \mathrm{~s})$ | $\varepsilon(\mathrm{m})$ | $t_{C H}(\mathrm{~s})$ | $c_{0}^{2}\left(\mathrm{~m} / \mathrm{s}^{2}\right)^{2}$ | $\sigma(\mathrm{~N} / \mathrm{m})$ | $g\left(\mathrm{~m} / \mathrm{s}^{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $10^{3}$ | 1.0 | $5 \cdot 10^{-1}$ | $5 \cdot 10^{-3}$ | $5 \cdot 10^{-3}$ | $4 \cdot 10^{2}$ | $10^{2}$ | $75.5 \cdot 10^{-3}$ | 9.8 |



Fig. 6. Instances of the dam break test case that show the initial condition and the flow configuration at $t=2 \mathrm{~s}$.
collapses and spreads until it reaches the other end of the domain.
The initial condition is taken by the work of [91] and it has the form

$$
c(x, y, z)= \begin{cases}0.5-0.5 \tanh \left(2 \frac{y-a}{\epsilon}\right) & \text { if } x \leq(a-r) \text { and } y \geq(a-r)  \tag{126}\\ 0.5-0.5 \tanh \left(2 \frac{x-a}{\epsilon}\right) & \text { if } x>(a-r) \text { and } y<(a-r) \\ 0.5+0.5 \tanh \left(2 \frac{r-\sqrt{(x-(a-r))^{2}+(y-(a-r))^{2}}}{\epsilon}\right) & \text { if } x \geq(a-r) \text { and } y \geq(a-r) \\ 1 & \text { otherwise. }\end{cases}
$$

In this work, the parameter $a$ has been chosen to be $a=0.146 \mathrm{~m}, r=0.04 \mathrm{~m}$ and $\epsilon$ is the interface width parameter. The domain has been discretized with $50 \times 12 \times 10$ elements. All the boundaries are treated with free-slip boundary conditions. The polynomial order for the region around the interface in this test is $N_{\text {Fine }}=7$ and for the rest of the domain is $N_{\text {Coarse }}=2$. The parameters of the simulation are presented in Table 5 . The artificial compressibility parameter $c_{0}^{2}$ has been defined to $c_{0}^{2}=100$ initially in a two-dimensional setting. The time marching has been performed with a low-storage third order Runge-Kutta scheme [92] with $\Delta t=10^{-5} \mathrm{~s}$. The initial condition and an intermediate solution for $t=2.6$ are presented in Fig. 6.

The quantities of interest are the evolution of the tip of the liquid column as it spreads towards the rightmost boundary of the domain and the evolution of the position of the leftmost point of the heavier substance. The results presented in Fig. 7 are compared with the experimental results from [83] and the numerical results from [86]. The numerical results


Fig. 7. Comparison with experimental results from Moyce et al. [83] and numerical results from Gu et al. [86] for the dam break test case.


Fig. 8. Evolution of the degrees of freedom for the dam break test case.

Table 6
Wall time for the breaking dam simulation and the adaptation process and percentage reduction of the adapted solution.

|  | Uniform | p-non-conforming |
| :--- | :--- | :--- |
| Elapsed time (s) | 941,385 | $449,988(-52 \%)$ |
| Adaptation time (s) | - | 280 |

from [86] have been derived using a level-set method, which is different to the diffuse interface approach that we have adopted in this work, and thus some differences are expected.

The results presented in Fig. 7a are in a good agreement between the results from the proposed numerical scheme and the reference experimental results [83]. The small discrepancy presented for the displacement of the tip in Fig. 7a is common across significant part of the literature $[88,91,86,93,94]$ and is attributed to the characteristics of the experiment. On the contrary the evolution of the highest point is in very good agreement between the numerical and experimental results. There is also good agreement between our work and that from Gu et al. [86], although some differences are observed in Fig. 7a for the solution after $t=2 \mathrm{~s}$.
The number of degrees of freedom during the simulation is presented in Fig. 8. The reduction of degrees of freedom varies from $\times 4.3$ to $\times 9.5$ times with respect to the uniform solution with $N=7$. The associated reduction in the computational time of the adapted solution with respect to the uniform solution is presented in Table 6 . The computations have been performed on two Intel Xeon Gold 6248 CPUs using 40 OpenMP threads. The computational time for the p-conforming case has been extrapolated using the computational time for 1000 time steps. The wall-time reduction achieved for a simulation of a total time of $t=5 \mathrm{~s}$ is approximately $52 \%$.

The distribution of the polynomial order in the domain is presented in Fig. 9. As shown, the fine polynomial order $N_{\text {Fine }}=7$ follows the position of the interface. The visualization of the flow after the impact with the rightmost boundary is presented in Fig. 10. The structure is typical and similar to the one presented in [37], as the wave folds and impacts the water bed.


Fig. 9. Distribution of the polynomial order across the domain that shows the refinement near the interface region. In solid continuous like we denote the boundaries of the interface ( $0.1 \leq c \leq 0.9$ ).


Fig. 10. Visualisation of the flow structure after the heavy fluid has reached and impacted the rightmost boundary of the domain.

## 7. Conclusions

In this paper we have extended the discontinuous Galerkin scheme of [10] to be entropy-stable when transitioning to p-non-conforming meshes. The incompressible Navier-Stokes system with Gauss-Lobatto points, the summation-by-parts simultaneous-approximation-term property, suitable numerical fluxes and the mortar method mimics the properties of the continuous analysis. Since we focus on multiphase flow problems of unsteady nature, we have developed and presented a dynamic adaptation methodology that exploits the characteristics of the DGSEM and adapts the polynomial order automatically without the need to predetermine an adaptation interval.

We have verified the total phase conservation characteristics of the scheme through a demanding random initial condition test case. Furthermore, two numerical experiments have been conducted to validate the accuracy and the performance of the p-non-conforming solver. The first one, is the typical test of a rising bubble with a high density ratio ( $\rho_{2} / \rho_{1}=1000$ ), which shows that savings of approximately $40 \%$ in the computational time can be achieved for the same accuracy. The second test, is that of the collapse of a liquid column, which showcases the potential of p-adaptation for multiphase flow simulations as we attain a reduction of $51 \%$ in the computational time. In general, we have explored the potential of p adaptation for multiphase flows and have shown that it is effective at reducing the cost of multiphase flow simulations while retaining the desired accuracy.
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## Appendix A. Stability analysis

## A.1. Semi-discrete stability analysis

In this part we provide the details for the entropy stability proof of the volume terms of the spatial discretization (72) which has been introduced in [10]. Even for p-non-conforming approximations, these steps are similar to the original analysis. The entropy analysis reproduces the continuous analysis steps discretely. This is done by making the appropriate choice for the test functions which contract the system into a single equation.

First, we follow [7] by taking the time derivative of (72d),

$$
\begin{equation*}
\left\langle\mathcal{J} \vec{G}_{c, t}, \vec{\varphi}_{c}\right\rangle_{E, N}=\int_{\partial e, N}\left(C_{t}^{\star}-C_{t}\right) \vec{\varphi}_{c} \cdot \vec{n} \mathrm{~d} S+\left\langle\overrightarrow{\tilde{\varphi}}_{c}, \vec{\nabla}_{\xi} C_{t}\right\rangle_{E, N} \tag{A.1}
\end{equation*}
$$

and then substitute the test functions, which are chosen to be, $\boldsymbol{\varphi}_{q}=\mathbf{W}$, and $\overleftrightarrow{\boldsymbol{\varphi}}_{g}=\overleftrightarrow{\mathbf{F}}_{v}, \varphi_{\mu}=C_{t}$, and $\vec{\varphi}_{c}=\frac{3}{2} \sigma \varepsilon \vec{G}_{c}$. The system of equations takes the form

$$
\begin{align*}
& \left\langle\mathcal{J} \underline{\mathbf{M}}_{t}, \mathbf{W}\right\rangle_{E, N}+\int_{\partial e, N} \mathbf{W}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star}-\stackrel{\leftrightarrow}{\mathbf{F}}_{e}+\sum_{m=1}^{5}\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot \vec{n} \mathrm{~d} S \\
& +\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\overparen{\tilde{F}}}{e}\right\rangle_{E, N}+\sum_{m=1}^{5}\left\langle\mathbf{W}, \stackrel{\tilde{\boldsymbol{\Phi}}}{m} \cdot \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N} \\
& =\int_{\partial e, N} \mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}^{\star} \cdot \vec{n} \mathrm{~d} S-\left\langle\stackrel{\leftrightarrow}{\mathbf{F}}_{v}, \vec{\nabla}_{\xi} \mathbf{W}\right\rangle_{E, N},  \tag{A.2a}\\
& \left\langle\mathcal{J} \overleftrightarrow{\mathbf{G}}, \overleftrightarrow{\mathbf{F}}_{v}\right\rangle_{E, N}=\int_{\partial e, N}\left(\mathbf{W}^{\star, T}-\mathbf{W}^{T}\right)\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{v} \cdot \vec{n}\right) \mathrm{d} S+\left\langle\stackrel{\tilde{\mathbf{F}}}{v}, \vec{\nabla}_{\xi} \mathbf{W}\right\rangle_{E, N},  \tag{A.2b}\\
& \left\langle\mathcal{J} \mu, C_{t}\right\rangle_{E, N}=\left\langle\mathcal{J} F_{0}^{\prime}, C_{t}\right\rangle_{E, N}-\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon C_{t} \vec{G}_{c}^{\star} \cdot \vec{n} \mathrm{~d} S+\left\langle\frac{3}{2} \sigma \varepsilon \overrightarrow{\tilde{G}}_{c}, \vec{\nabla}_{\xi} C_{t}\right\rangle_{E, N},  \tag{A.2c}\\
& \frac{3}{2} \sigma \varepsilon\left\langle\mathcal{J} \vec{G}_{c, t}, \vec{G}_{c}\right\rangle_{E, N}=\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t}^{\star}-C_{t}\right) \vec{G}_{c} \cdot \vec{n} \mathrm{~d} S+\left\langle\frac{3}{2} \sigma \varepsilon \overrightarrow{\tilde{G}}_{c}, \vec{\nabla}_{\xi} C_{t}\right\rangle_{E, N} . \tag{A.2d}
\end{align*}
$$

Next, the last term in (A.2a) is replaced by the last term in (A.2b), and the last term in (A.2c) by the last term in (A.2d),

$$
\begin{align*}
\left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \mathbf{W}\right\rangle_{E, N} & +\int_{\partial e, N} \mathbf{W}^{T}\left(\stackrel{\leftrightarrow}{\mathbf{F}}_{e}^{\star}-\stackrel{\leftrightarrow}{\mathbf{F}}_{e}+\sum_{m=1}^{5}\left(\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right)^{\diamond}-\stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m} W_{m}\right) \cdot \vec{n} \mathrm{~d} S \\
& +\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\rightharpoonup}{\mathbf{F}}_{e}\right\rangle_{E, N}+\sum_{m=1}^{5}\left\langle\mathbf{W}, \stackrel{\tilde{\boldsymbol{\Phi}}}{m} \cdot \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N} \\
= & \int_{\partial e, N}\left(\mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}^{\star}+\mathbf{W}^{\star, T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}-\mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right) \cdot \vec{n} \mathrm{~d} S-\left\langle\mathcal{J} \stackrel{\leftrightarrow}{\mathbf{G}}, \stackrel{\leftrightarrow}{\mathbf{F}}_{v}\right\rangle_{E, N}  \tag{A.3a}\\
\left\langle\mathcal{J} \mu, C_{t}\right\rangle_{E, N}= & \left\langle\mathcal{J} F_{0}^{\prime}, C_{t}\right\rangle_{E, N}+\frac{3}{2} \sigma \varepsilon\left\langle\mathcal{J} \vec{G}_{c, t}, \vec{G}_{c}\right\rangle_{E, N} \\
& -\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S \tag{A.3b}
\end{align*}
$$

Throughout this process, we assume that time integration is exact and thus we can use the chain rule on (A.3b),

$$
\begin{align*}
\left\langle\mathcal{J} F_{0}^{\prime}, C_{t}\right\rangle_{E, N}+\frac{3}{2} \sigma \varepsilon\left\langle\mathcal{J} \vec{G}_{c, t}, \vec{G}_{c}\right\rangle_{E, N} & =\left\langle\mathcal{J}\left(F_{0}+\frac{3}{4} \sigma \varepsilon\left|\vec{G}_{c}\right|^{2}\right)_{t}, 1\right\rangle_{E, N}  \tag{A.4}\\
& =\left\langle\mathcal{J} \mathcal{F}_{t}, 1\right\rangle_{E, N}
\end{align*}
$$

to obtain the time derivative of the discrete approximation of the free-energy (6).
The next step is to examine each term in (A.3). More specifically the time derivative coefficients in Appendix A.1.1, the inviscid volume terms in Appendix A.1.2 and the viscous volume terms in Appendix A.1.3.

## A.1.1. Time derivative coefficients

The discrete inner product of the time derivatives found in (96a) is transformed to

$$
\begin{equation*}
\left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \mathbf{W}\right\rangle_{E, N}=\left\langle\mathcal{J} C_{t}, \mu\right\rangle_{E, N}+\left\langle\mathcal{J}(\sqrt{\rho} \vec{U})_{t}, \sqrt{\rho} \vec{U}\right\rangle_{E, N}+\frac{1}{\rho_{0} c_{0}^{2}}\left\langle\mathcal{J} P_{t}, P\right\rangle_{E, N} \tag{A.5}
\end{equation*}
$$

into which we insert the discrete approximation of $\left\langle\mathcal{J} C_{t}, \mu\right\rangle_{E, N}$ found in (A.3b), and apply the chain rule in time for the kinetic and artificial compressibility terms,

$$
\begin{align*}
\left\langle\mathcal{J} \underline{\mathbf{M}} \mathbf{Q}_{t}, \mathbf{W}\right\rangle_{E, N}= & \left\langle\mathcal{J} \mathcal{F}_{t}, 1\right\rangle_{E, N}-\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S \\
& +\left\langle\mathcal{J}\left(\frac{1}{2} \rho V_{t o t}^{2}\right)_{t}, 1\right\rangle_{E, N}+\left\langle\mathcal{J}\left(\frac{P^{2}}{2 \rho_{0} c_{0}^{2}}\right)_{t}, 1\right\rangle_{E, N} \\
= & \left\langle\mathcal{J}\left(\mathcal{F}+\mathcal{K}+\mathcal{E}_{A C}\right)_{t}, 1\right\rangle_{E, N}  \tag{A.6}\\
& -\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S \\
= & \left\langle\mathcal{J E} \mathcal{E}_{t}, 1\right\rangle_{E, N}-\int_{\partial e, N} \frac{3}{2} \sigma \varepsilon\left(C_{t} \vec{G}_{c}^{\star}+C_{t}^{\star} \vec{G}_{c}-C_{t} \vec{G}_{c}\right) \cdot \vec{n} \mathrm{~d} S .
\end{align*}
$$

Eq. (A.6) is the discrete version of (35). As a result, we get the discrete version of (35) for the entropy,

$$
\begin{equation*}
\mathcal{E}=\mathcal{F}+\mathcal{K}+\mathcal{E}_{\mathrm{AC}}=F_{0}+\frac{3}{4} \sigma \varepsilon\left|\vec{G}_{C}\right|^{2}+\frac{1}{2} \rho V_{t o t}^{2}+\frac{P^{2}}{2 \rho_{0} c_{0}^{2}} \tag{A.7}
\end{equation*}
$$

and for the time entropy flux $\vec{F}_{t}^{\mathcal{E}}$, which appears as the argument of the surface integral in (97).

## A.1.2. Inviscid volume terms

The next step is to show that the inviscid volume terms are contracted into a boundary entropy flux as in the continuous analysis (27),

$$
\begin{equation*}
\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\mathbf{F}}}{e}\right\rangle_{E, N}+\sum_{m=1}^{5}\left\langle\mathbf{W}, \stackrel{\tilde{\boldsymbol{\Phi}}}{m} \cdot \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N}=\int_{\partial e, N} \vec{F}^{\mathcal{E}} \cdot \vec{n} \mathrm{~d} S \tag{A.8}
\end{equation*}
$$

Two properties were used in the continuous analysis: the integration by parts (which holds discretely by the discrete Gauss law (67)), and the relationship between inviscid fluxes and non-conservative terms (29), which also holds for contravariant components,

$$
\begin{equation*}
\mathbf{e}_{m}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{e}=\mathbf{e}_{m}^{T}\left(\mathcal{M}^{T} \stackrel{\mathbf{F}}{e}_{e}\right)=\boldsymbol{M}^{T}\left(\mathbf{e}_{m}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{e}\right)=\boldsymbol{M}^{T}\left(\mathbf{W}^{T} \stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m}\right)=\mathbf{W}^{T}\left(\mathcal{M}^{T} \stackrel{\leftrightarrow}{\boldsymbol{\Phi}}_{m}\right)=\mathbf{W}^{T} \stackrel{\overleftrightarrow{\boldsymbol{\Phi}}}{m} \tag{A.9}
\end{equation*}
$$

Eq. (A.9) together with the discrete Gauss law (67) is sufficient to prove (A.8). Initially, we apply the discrete Gauss law (67) in the first term of (A.8) and then express the scalar product of the resulting integral as the sum of its components

$$
\begin{equation*}
\left\langle\stackrel{\stackrel{\tilde{\mathbf{F}}}{e}}{ }, \vec{\nabla}_{\xi} \mathbf{W}\right\rangle_{E, N}=\sum_{m=1}^{5}\left\langle\mathbf{e}_{m}^{T} \stackrel{\tilde{\mathbf{F}}}{e}, \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N} \tag{A.10}
\end{equation*}
$$

Thus, (A.8) becomes

$$
\begin{align*}
\left\langle\mathbf{W}, \vec{\nabla}_{\xi} \cdot \stackrel{\tilde{\mathbf{F}}}{e}\right\rangle_{E, N} & =\int_{\partial e, N} \mathbf{W}^{T} \stackrel{\leftrightarrow}{\mathbf{F}}_{e} \cdot \vec{n} \mathrm{~d} S-\left\langle\stackrel{\tilde{\mathbf{F}}}{e}^{e}, \vec{\nabla}_{\xi} \mathbf{W}\right\rangle_{E, N} \\
& =\int_{\partial e, N} \mathbf{W}^{T} \stackrel{\rightharpoonup}{\mathbf{F}}_{e} \cdot \vec{n} \mathrm{~d} S-\sum_{m=1}^{5}\left\langle\mathbf{e}_{m}^{T} \stackrel{\rightharpoonup}{\mathbf{F}}_{e}, \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N}  \tag{A.11}\\
& =\int_{\partial e, N} \vec{F}^{\mathcal{E}} \cdot \vec{n} \mathrm{~d} S-\sum_{m=1}^{5}\left\langle\mathbf{W}^{T} \stackrel{\tilde{\boldsymbol{\Phi}}}{m}, \vec{\nabla}_{\xi} W_{m}\right\rangle_{E, N}
\end{align*}
$$

A.1.3. Viscous volume terms

Analogously to (28), viscous volume terms are dissipative if

$$
\begin{equation*}
\left\langle\mathcal{J} \overleftrightarrow{\mathbf{G}}, \overleftrightarrow{\mathbf{F}}_{v}(\stackrel{\leftrightarrow}{\mathbf{G}})\right\rangle_{E, N} \geqslant 0 \tag{A.12}
\end{equation*}
$$

Thus, we closely follow the continuous steps,

$$
\begin{align*}
\left\langle\mathcal{J} \overleftrightarrow{\mathbf{G}}, \stackrel{\rightharpoonup}{\mathbf{F}}_{v}\right\rangle_{E, N} & =M_{0}\left\langle\mathcal{J} \vec{G}_{\mu}, \vec{G}_{\mu}\right\rangle_{E, N}+\left\langle\mathcal{J} \vec{G}_{\vec{u}}, 2 \eta \mathcal{S}\right\rangle_{E, N} \\
& =M_{0}\left\langle\mathcal{J} \vec{G}_{\mu}, \vec{G}_{\mu}\right\rangle_{E, N}+\left\langle\mathcal{J}\left(\frac{\vec{G}_{\vec{u}}+\vec{G}_{\vec{u}}^{T}}{2}\right), 2 \eta \mathcal{S}\right\rangle_{E, N}  \tag{A.13}\\
& =\left\langle\mathcal{J}\left(M_{0}\left|\vec{G}_{\mu}\right|^{2}+2 \eta \mathcal{S}: \mathcal{S}\right), 1\right\rangle_{E, N} \geqslant 0,
\end{align*}
$$

where $\mathcal{S}=\boldsymbol{S}\left(\vec{G}_{\vec{u}}\right)$ is the strain tensor (12) evaluated with the discrete gradients $\vec{G} \vec{u}$. Therefore, the discrete viscous volume terms are dissipative.

## Appendix B. Curved mesh

## B.1. Curved mesh definition

The mesh used to verify that the scheme is total phase conservative, entropy-stable and freestream preserving for curvilinear elements is presented in Section 6.1 here. We make use of the mesh presented in [69,8]. The mesh is a $4 \times 4 \times 4$ cube defined in $\Omega=[0,1]^{3}$ with all boundaries being treated with periodic boundary conditions. Initially we construct a


Fig. B.11. Curvilinear mesh used for the random initial condition and freestream preservation error. We also present an instance of the random distribution of the polynomial order.

Cartesian mesh and apply a transformation to the space variables $\vec{\chi}=\left(\chi_{1}, \chi_{2}, \chi_{3}\right)^{T}$ to create the curved mesh in physical space $\vec{x}$. The transformation function used is

$$
\begin{equation*}
x_{l}=\chi_{l}+0.1 \sin \left(\pi \chi_{1}\right) \sin \left(\pi \chi_{2}\right) \sin \left(\pi \chi_{3}\right) \text { for } x_{l}=1,2,3 \tag{B.1}
\end{equation*}
$$

The mesh has been generated using the HOPR package [95] with a geometrical order of approximation of $N_{g e o}=2$. A cutout of the mesh is presented in Fig. B. 11 along with an example of the random polynomial order distribution used for the tests in Section 6.1.
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